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1 Name and surname

Kamil Korzekwa

2 Diplomas and degrees

� PhD in Physics – December, 2016
University: Imperial College London, UK
Supervisors: Dr David Jennings, Prof. Terry Rudolph
PhD Thesis: Quantum coherence, thermodynamics and uncertainty relations

� MRes in Physics – September, 2013
University: Imperial College London, UK
Supervisors: Dr David Jennings, Prof. Terry Rudolph
MRes Thesis: Resource Theory of Asymmetry

� MSc in Physics (specialisation: Nanoegineering) – July, 2012
University: Wroc law University of Science and Technology, Poland
Supervisor: Prof. Pawe l Machnikowski
MSc Thesis: Magnetooptical Kerr effect and resonant spin amplification

� BSc in Physics – July, 2010
University: Wroc law University of Science and Technology, Poland
Supervisor: Prof. Pawe l Machnikowski

3 Previous employment in scientific institutions

� Junior Group Leader (Adiunkt) – October, 2019 - present
Quantum Resources Group
Faculty of Physics, Astronomy and Applied Computer Science
Jagiellonian University, Poland

� Postdoctoral Research Fellow (Adiunkt) – June, 2019 - December, 2019
New Quantum Resources Group
International Centre for the Theory of Quantum Technologies
University of Gdańsk, Poland

� Postdoctoral Research Fellow – January, 2017 - May, 2019
Quantum Science Group
School of Physics
University of Sydney, Australia

4 Description of the achievements

4.1 Formal statement of the achievements

Achievements, set out in art. 219 para 1 point 2 of the Higher Education and Science Act dated 20 July 2018,
are given by a single-themed series of publications entitled:

Optimizing quantum information processing under constraints.

The series consists of the following 15 publications:

1. [H15] Optimizing thermalizations
Kamil Korzekwa, Matteo Lostaglio
Phys. Rev. Lett. 129, 040602 (2022) [arXiv:2202.12616]
Pages: 6+3, Points awarded by Ministry of Science and Education: 200, Impact factor: 8.385
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http://kamilkorzekwa.com/theses/mres_thesis.pdf
http://kamilkorzekwa.com/theses/msci_thesis.pdf
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2. [H14] Continuous thermomajorization and a complete set of laws for Markovian thermal processes
Matteo Lostaglio, Kamil Korzekwa
Phys. Rev. A 106, 012426 (2022) [arXiv:2111.12130]
Pages: 18, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

3. [H13] Encoding classical information into quantum resources
Kamil Korzekwa, Zbigniew Pucha la, Marco Tomamichel, Karol Życzkowski
IEEE Trans. Inf. Theory 68, 4518 (2022) [arXiv:1911.12373]
Pages: 13, Points awarded by Ministry of Science and Education: 200, Impact factor: 2.501

4. [H12] Fluctuation-dissipation relations for thermodynamic distillation processes
Tanmoy Biswas, A. de Oliveira Junior, Micha l Horodecki, Kamil Korzekwa
Phys. Rev. E 105, 054127 (2022) [arXiv:2105.11759]
Pages: 30, Points awarded by Ministry of Science and Education: 140, Impact factor: 2.296

5. [H11] Algebraic and geometric structures inside the Birkhoff polytope
Grzegorz Rajchel-Mieldzioć, Kamil Korzekwa, Zbigniew Pucha la, Karol Życzkowski
J. Math. Phys. 63, 012202 (2022) [arXiv:2101.11288]
Pages: 18, Points awarded by Ministry of Science and Education: 70, Impact factor: 1.488

6. [H10] Dephasing superchannels
Zbigniew Pucha la, Kamil Korzekwa, Roberto Salazar, Pawe l Horodecki, Karol Życzkowski
Phys. Rev. A 104, 052611 (2021) [arXiv:2107.06585]
Pages: 12, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

7. [H9] Quantum advantage in simulating stochastic processes
Kamil Korzekwa, Matteo Lostaglio
Phys. Rev. X 11, 021019 (2021) [arXiv:2005.02403]
Pages: 20, Points awarded by Ministry of Science and Education: 200, Impact factor: 12.577

8. [H8] Robustness of Noether’s principle: Maximal disconnects between conservation laws and symmetries
in quantum theory
Cristina Ĉırstoiu, Kamil Korzekwa, David Jennings
Phys. Rev. X 10, 041035 (2020) [arXiv:1908.04254]
Pages: 41, Points awarded by Ministry of Science and Education: 200, Impact factor: 12.577

9. [H7] Distinguishing classically indistinguishable states and channels
Kamil Korzekwa, Stanis law Czachórski, Zbigniew Pucha la, Karol Życzkowski
J. Phys. A: Math. Theor. 52, 475303 (2019) [arXiv:1812.09083]
Pages: 43, Points awarded by Ministry of Science and Education: 70, Impact factor: 2.110

10. [H6] Avoiding irreversibility: engineering resonant conversions of quantum resources
Kamil Korzekwa, Christopher T. Chubb, Marco Tomamichel
Phys. Rev. Lett. 122, 110403 (2019) [arXiv:1810.02366]
Pages: 6+1, Points awarded by Ministry of Science and Education: 200, Impact factor: 8.385

11. [H5] Moderate deviation analysis of majorisation-based resource interconversion
Christopher T. Chubb, Marco Tomamichel, Kamil Korzekwa
Phys. Rev. A 99, 032332 (2019) [arXiv:1809.07778]
Pages: 14, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

12. [H4] Beyond the thermodynamic limit: finite-size corrections to state interconversion rates
Christopher T. Chubb, Marco Tomamichel, Kamil Korzekwa
Quantum 2, 108 (2018) [arXiv:1711.01193]
Pages: 32, Points awarded by Ministry of Science and Education: 140, Impact factor: 5.381

13. [H3] Coherifying quantum channels
Kamil Korzekwa, Stanis law Czachórski, Zbigniew Pucha la, Karol Życzkowski
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http://dx.doi.org/10.1103/PhysRevLett.122.110403
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http://dx.doi.org/10.1103/PhysRevA.99.032332
https://arxiv.org/abs/1809.07778
http://dx.doi.org/10.22331/q-2018-11-27-108
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New J. Phys. 20, 043028 (2018) [arXiv:1710.04228]
Pages: 27, Points awarded by Ministry of Science and Education: 140, Impact factor: 3.539

14. [H2] Markovian evolution of quantum coherence under symmetric dynamics
Matteo Lostaglio, Kamil Korzekwa, Antony Milne
Phys. Rev. A 96, 032109 (2017) [arXiv:1703.01826]
Pages: 20, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

15. [H1] Structure of the thermodynamic arrow of time in classical and quantum theories
Kamil Korzekwa
Phys. Rev. A 95, 052318 (2017) [arXiv:1609.05910]
Pages: 13, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

The other major scientific achievement lies in forming and leading the research of Quantum Resources
Group, established at the Jagiellonian University in January 2020 and consisting of the group leader, three
post-doctoral researchers and one PhD student. During the first 2.5 years of its operation, the members of
the group have published 16 papers in peer-reviewed journals (plus 3 arXiv pre-prints currently undergoing
review), and gave 22 oral and 9 poster presentations at conferences and seminars. The full details of the
group’s work can be found at the official website quantum-resources.com.

4.2 Overview of the series Optimizing quantum information processing under
constraints

4.2.1 Introduction

The role of physics is to describe our reality by telling us which things can and which cannot happen. In
a sense, we can think of the laws of physics as constraining the infinite set of potentialities to the one true
reality. For example, the law of gravity constrains possible movements of objects: if you drop a ball on Earth,
it will fall down and not fly away to the Moon. By discovering and studying fundamental constraints, such as
the law of energy conservation (energy cannot be created from nothing) or the ultimate speed limit (nothing
can travel faster than light), we gain a better understanding of the world, allowing us to predict the future
and infer the past based on the present.

But in order to improve this understanding, the investigated constraints need not to be a priori funda-
mental, and may as well arise from practical reasons. A prime example is given by the 19th century efforts on
understanding the optimal design of heat engines, where the aim was to construct the most efficient machine
performing mechanical work under the constraint that its sole source of energy is heat. Despite no apparent
universality, the answer to this question nevertheless provided us with a hint on the nature of reality in the
form of the second law of thermodynamics, so fundamental that Eddington once said [1]

“If someone points out to you that your pet theory of the universe is in disagreement with
Maxwell’s equations — then so much the worse for Maxwell’s equations. If it is found to be
contradicted by observation — well, these experimentalists do bungle things sometimes. But if
your theory is found to be against the second law of thermodynamics I can give you no hope; there
is nothing for it but to collapse in deepest humiliation.”

It is important to note that the first rigorous statements of the second law, due to Clausius in 1850 and
Kelvin in 1851, were also explicitly expressed as constraints on possible physical processes [2]. The first one
wrote:

“There exists no thermodynamic transformation whose sole effect is to extract a quantity of
heat from a colder reservoir and to deliver it to a hotter reservoir.”,

while the second one said

“There exists no thermodynamic transformation whose sole effect is to extract a quantity of
heat from a given heat reservoir and to convert it entirely to work.”
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Much more recently, at the end of 20th century, investigating communication scenarios with constrained
control allowed physicists to shed light on one of the most mysterious aspects of physics – the phenomenon of
quantum entanglement [3]. Until then, this stronger than classical correlation between separated parties that
haunted Einstein (he famously called it “spooky action at a distance”) could only be investigated qualitatively,
because the standard formalism of quantum mechanics did not provide physicists with a recipe to quantify
entanglement. To remedy this, the authors of the ground-breaking Ref. [4] decided to study how two parties
can process a bipartite quantum state shared between them under the constraint of local operations and
classical communication (LOCC in short). Since LOCC cannot create entanglement, this allowed them to
partially order all bipartite quantum states according to how strongly entangled they are1: a state ψ that can
be transformed to φ by LOCC must be more entangled than φ. This led to the introduction of quantitative
measures of entanglement and transformed the once abstract concept into an almost tangible object, e.g.
physicists could now investigate how much entanglement (measured in ebits) is present in a given state, or
how much of it is needed to perform a given task like quantum teleportation [6, 7].

Investigating such constrained scenarios proved to be very fruitful not only for understanding entan-
glement, but also for the whole new emerging field of physics called quantum information science. It has
long been understood that information and physics are subtly intertwined: starting with a concept of the
Maxwell’s demon (that used information to reduce entropy [8]), through the thought experiments with the
Szilard’s engine (that converted information into mechanical work [9]), all the way to Landauer’s principle
(which yields a lower limit on the amount of energy needed to erase a bit of information [10]). The pic-
ture became even more complicated when scientists started considering physical systems that are carriers of
information to obey the laws of quantum mechanics. The basic building blocks of information – bits that
could take a value either 0 or 1 – had to be replaced by qubits that could be in any superposition of 0 and 1
(plus different qubits could also be entangled with one another). At the same time, the development of novel
quantum cryptographic protocols (like BB84 [11] and E91 [12]) and algorithms (like Shor’s factoring algo-
rithm [13] and Grover’s search algorithm [14]) strongly suggested that this new quantum way of processing
information may lead to significant advantages over classical information processing. Thus, a new theoretical
framework was needed that would allow one to quantitatively investigate potential benefits coming from the
quantumness of nature.

4.2.2 Motivation and scientific goals

For over a decade now, scientists around the world have been developing such a framework under the name
of quantum resource theories [15, 16]. The works in the series Optimizing quantum information processing
under constraints significantly contribute to these efforts and share the same motivation, i.e.,

� To understand which ingredients (e.g., coherence, entanglement, etc.) in a particular information
processing setting (e.g., communication between spatially separated parties, limited access to energy,
etc.) form “quantum resources” that allow one to beat the limits set by classical physics.

� To characterize allowed resource transformations in different regimes and to identify how to optimally
exploit them.

� To find optimal ways to implement protocols exhibiting quantum advantage, while taking into account
realistic constraints.

More generally, the aim of the series is to broaden our understanding of nature by analysing constrained
information processing scenarios, with the constraints arising due to both fundamental reasons (like the
second law of thermodynamics) and more practical ones (like the limited access to memory).

The above aims are pursued in the series on four overlapping fronts characterised by the type of investi-
gated constraint (see Fig. 1):

1. Thermodynamic constraints. In this setting, one investigates how the state of a quantum system
can be processed, when the system is only allowed to interact with a heat bath at thermal equilibrium
with some fixed temperature T [17, 18]. The total energy conservation and the thermality of the bath
then constrain the possible final states of the system given its initial state. Any sources of ordered

1The exact details of this partial order were only later derived by Nielsen [5].
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in classical and quantum theories

[H4]: Beyond the thermodynamic limit:
finite-size corrections to state interconversion rates

[H5]: Moderate deviation analysis
of majorisation-based resource interconversion

[H6]: Avoiding irreversibility:
engineering resonant conversions of quantum resources

[H12]: Fluctuation-dissipation relations
for thermodynamic distillation processes

[H15]: Optimizing thermalizations

[H14]: Continuous thermomajorization and a complete set
of laws for Markovian thermal processes

[H9]: Quantum advantage in simulating stochastic processes

[H2]: Markovian evolution of quantum coherence
under symmetric dynamics

[H8]: Robustness of Noether’s principle:
Maximal disconnects between conservation laws

and symmetries in quantum theory

[H13]: Encoding classical information into quantum resources

[H3]: Coherifying quantum channels

[H7]: Distinguishing classically indistinguishable
states and channels

[H10]: Dephasing superchannels

[H11]: Algebraic and geometric structures
inside the Birkhoff polytope

Figure 1: Map of the series. The series Optimizing quantum information processing under constraints
focuses on four different kind of constraints: thermodynamic, memory, symmetry and classicality. The above
graph represents which of the works in the series addressed which constraints.

energy or sinks of entropy can be also modelled, but must be explicitly introduced in the form of
ancillary quantum systems (e.g. a battery system that acts as a source of work). This way, general
thermodynamic processing can be investigated, while rigorously book keeping all the resources used.
My main scientific goals related to quantum information processing under thermodynamic constraints
were as follows:

(a) To understand how optimal thermodynamic processing is affected when one goes beyond the
thermodynamic limit, i.e., when one considers only a small number of systems to be processed.
The theory of thermodynamics is traditionally constrained to the study of macroscopic systems
whose energy fluctuations are negligible compared to their average energy [2]. However, the
thermodynamics of a few quantum systems (e.g., a gas of a dozen particles) does not satisfy the
macroscopicity conditions, and I aimed at capturing the consequences of this.

(b) To understand how optimal thermodynamic processing is affected by the superposition principle,
i.e., when the processed quantum systems are prepared in a coherent superposition of different
energy states. Macroscopic thermodynamics assumes that the phases between different energy
states of the system are randomised, and so one deals with an incoherent mixture of states [2].
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However, in extremely well controlled experiments, a few quantum systems can preserve their rela-
tive phases, allowing them to constructively and destructively interfere during the thermodynamic
process. I aimed at describing the consequences of this for the processing of quantum information.

2. Memory constraints. In this setting, one investigates what kind of quantum information processing is
allowed when the processed system can only interact with its environment in a memoryless (Markovian)
way [19, 20], i.e., the transformation of the system at each given moment in time depends only on the
present state of the system (and not on states it evolved through). On the one hand, the interaction of
small quantum systems with their macroscopic environment usually leads to memoryless processes [21].
Thus, investigating such scenarios, one can describe how the environmental noise deteriorates quantum
information encoded in the system or, alternatively, one can characterise allowed processing of quantum
information under control limited to macroscopic systems. On the other hand, by explicitly modelling
memory through the use of auxiliary systems, one can assess and quantify the role played by memory
in achieving optimal quantum information processing. My main scientific goals related to memory
constraints were as follows:

(a) To understand the limitations of memoryless processes for thermodynamic tasks, i.e., to assess
the role played by memory in the performance of thermodynamic protocols. Standard results on
optimal thermodynamic processing of information (e.g., on the maximal conversion rate of bits
of information into mechanical work) assume that the second law of thermodynamics is the only
constraint [17, 22]. However, in realistic experimental setups, one’s control over the system-bath
interactions and system-bath correlations is limited, which can be effectively modelled by having
access only to memoryless processes. I aimed at describing the consequences of this for the optimal
thermodynamic processes.

(b) To understand how memoryless processing of classical information is modified when the informa-
tion carriers obey the rules of quantum mechanics. The superposition principle then enlarges the
state space of the information carrying system to not only include incoherent mixtures of distin-
guishable states, but also their coherent superpositions. This enlarged space may potentially act
as an effective internal memory of the system leading, e.g., to the existence of quantum memo-
ryless processes that cannot be performed classically without memory. I aimed at exploring this
potential of quantum advantage for the processing of classical information.

3. Symmetry constraints. In this setting, one investigates what kind of quantum information processing
is allowed when the processes are forced to obey some symmetry (e.g., if we are constrained only
to rotationally invariant processes) or are given by symmetry operations themselves (e.g., if we are
allowed only to rotate the processed system). In the first case, symmetry constraints can be related
to conservation laws through the Noether’s theorem [23]. Thus, investigating such scenarios, one can
characterise allowed processing of quantum information in the presence of conserved charges. In the
second case, one can quantitatively study the asymmetry of quantum states, and how to employ it in
order to securely encode information [24]. My main scientific goals related to symmetry constraints
were as follows:

(a) To understand the limitations of processing quantum information encoded in the degrees of freedom
corresponding to conserved charges. Typical quantum information approach abstracts away from
the physical details of the information carrier, focusing only on the fact that it can be in one
of many perfectly distinguishable states. However, information is physical, i.e., it is the physical
objects that carry information and this information is encoded in the physical properties of the
system, such as energy or angular momentum. The existence of a conservation law for a given
property then constrains the way it can be transformed (e.g., energy cannot be created from
nothing and must flow to the system from its environment), and I aimed at describing how this
affects quantum information processing.

(b) To understand the optimal way of using asymmetry of quantum states for secure communication
of classical information [25]. When two communicating parties share a reference frame (e.g. they
agree on the directions of a Cartesian reference frame) that is kept secret from the outside world,
they can securely encode information into the degrees of freedom that breaks the corresponding
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symmetry (e.g., in the direction of a spin coherent state that breaks the rotational symmetry).
The reasons for the security are two-fold: first, the eavesdropper lacks a reference frame (and
so does not know what measurement to perform on the intercepted information carrier); and
second, quantum systems get disturbed by a measurement process (and so the wrong choice of a
measurement erases the information originally encoded in the system). I aimed at describing the
ultimate limits of secure communication based on the amount of asymmetry at the disposal of the
two communicating parties.

4. Classicality constraints. In this setting one investigates possible quantum information processing
under the constraint that it has to perform a fixed transformation of classical information. In other
words, one wants to characterise families of quantum information processes that look identical from the
classical perspective, i.e., when one has no access to phase information between probability amplitudes
of a quantum system, but only to probabilities of outcomes of a given observable. My main scientific
goals related to quantum information processing under classicality constraints were as follows:

(a) To understand how much the randomness of a classical process can be reduced by embedding
it into a quantum process. Random processes are ubiquitous in both classical and quantum
physics; however, the nature of randomness in these two regimes differs significantly. On the
one hand, classical random evolution is necessarily irreversible. On the other hand, quantum
evolution may be completely deterministic (and thus reversible if no measurement is performed),
but nevertheless lead to random measurement outcomes of a given observable by transforming a
system into a coherent superposition of eigenstates of this observable. When probing the dynamics
of the system one can therefore observe the same random transitions, irrespectively of whether
the evolution is coherent or incoherent. I aimed at addressing the following questions: to what
extent an observed random transformation can be explained via the underlying deterministic and
coherent process, and how much unavoidable classical randomness must be involved in it?

(b) To understand how much richer the set of quantum information processes is as compared to its
classical counterpart. More precisely, to characterise how many distinct (i.e. fully distinguishable)
quantum processes there are that classically correspond to the same process. I aimed at find-
ing this characterisation and employing it to identify processes that optimally preserve quantum
information content of the system while performing a given classical transformation.

4.2.3 Summary of results

1. Results on thermodynamic constraints:

(a) I2 developed a mathematical framework allowing one to push the thermodynamic description be-
yond macroscopic systems [H4, H12]. More precisely, I introduced the concept of free energy
random variable, whose average corresponds to the value of free energy functional for the system,
but which also contains information about higher moments, which can be interpreted as fluctua-
tions of the free energy content of the system. Incorporating information about such fluctuations
into the framework allowed me to investigate thermodynamic transformations between small num-
ber of systems, when fluctuations are no longer negligible compared to averages. As a result, I
was able to find necessary and sufficient conditions for the existence of a thermodynamic trans-
formation between different non-equilibrium states of a few-particle systems. The macroscopic
condition of non-increasing free energy was thus refined to the following statement: in order to
achieve the thermodynamic transformation with a given precision, the free energy of the system
has to decrease at least by x, where x is an explicit function of the precision and the free energy
fluctuations of the initial and final states.

(b) Since I concluded that processes beyond the thermodynamic limit are generally irreversible and
consume free energy (e.g., thermodynamic cycles must be supplied with additional work source),
I analysed the consequences of this fact for the optimal performance of thermodynamic protocols
(such as work extraction, information erasure, or thermodynamically free communication) [H4,
H12].

2Here and later in the text, by “I” it is of course meant “I and my collaborators”.
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(c) I interpreted the obtained results as a new version of the famous fluctuation-dissipation theorem, as
they link the minimal amount of free energy dissipated in the process to the amount of fluctuations
present in the state of the system [H12].

(d) An important discovery of resource resonance was made [H6] – namely, when the free energy
fluctuations of the initial and final states are properly tuned, the dissipation becomes significantly
reduced.

(e) Interestingly, due to mathematical similarities between the frameworks describing thermodynamic
and LOCC transformations, the phenomenon of resource resonance was also predicted and numer-
ically verified for transformations between pure bipartite entangled states [H5].

(f) I analysed how the result on dissipation and fluctuations of free energy is affected when one allows
the initial state of the system to be prepared in superposition of different energy eigenstates [H12].
Since the entropic contribution to free energy fluctuations then decreases, using states with coher-
ence generally allows one to decrease the dissipation of free energy.

(g) I investigated the effect quantum coherence has on the thermodynamic ordering of states in the
single-shot regime. In particular, I showed that it is responsible for providing the thermodynamic
arrow of time with additional lattice structure and, as a result, that quantum coherence is a
necessary resource for implementing an optimal history erasure process [H1].

2. Results on memory constraints:

(a) I introduced a novel concept of continuous thermomajorisation that allowed me to investigate
the possible thermodynamic processing of quantum states under memoryless dynamics [H14].
Employing this concept, I derived fundamental constraints on transforming energy population of
quantum systems generated by all memoryless thermal processes, i.e., given the initial population
of the system in the energy eigenbasis, I stated the necessary and sufficient conditions for the
existence of a memoryless thermal process that transforms the system into a state with a given
final population. This provided an exhaustive H-type theorem in terms of a continuous family of
entropic functions that need to monotonically increase during the dynamics.

(b) I developed an algorithm that in a finite number of steps allows one to construct the full cone
of population vectors achievable by memoryless thermal processes from a given initial state, and
I demonstrated that all such vectors can be obtained from the initial state by a universal set of
elementary thermal controls given by two-level partial thermalisations [H14].

(c) The obtained results were used to investigate optimal work extraction and cooling processes,
illustrating the role that memory effects play in thermodynamic protocols [H15].

(d) The memory constraint was also investigated from the perspective of potential quantum advantage.
More precisely, I proved that quantum memoryless dynamics can simulate classical processes that
necessarily require memory [H9].

(e) By extending the notion of space-time cost of a stochastic process to the quantum domain, I
proved an advantage of the quantum cost of simulating a given stochastic process over the classical
cost [H9].

(f) I demonstrated that the set of classical states accessible via Markovian master equations with
quantum controls is larger than the set of those accessible with classical controls, leading, e.g., to
a potential advantage in cooling protocols [H9].

3. Results on symmetry constraints:

(a) I analysed how time-translation symmetry, arising from energy conservation, constrains possi-
ble transformations of coherence between different energy states [H2]. The central result that
was proven was a theorem bounding the minimum amount of decoherence compatible with time-
translation symmetry for a given population dynamics. This theorem can be seen as a generaliza-
tion to higher-dimensional systems of the famous relation T2 ≤ 2T1 for qubit decoherence time T2

and relaxation time T1.
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(b) I showed how the obtained minimal decoherence theorem enables one to witness and assess the
role of non-Markovianity as a resource for coherence preservation and transfer [H2].

(c) I performed the analysis of the convex structure and extremal points of the set of quantum channels
symmetric under the action of a general Lie group G [H8]. This allowed me to quantify the degree
to which imposing a symmetry constraint on quantum channels implies a conservation law, i.e., I
derived bounds on the deviation from conservation laws under any symmetric quantum channel
in terms of the deviation from closed dynamics.

(d) For the SU(2) symmetry, related to angular momentum conservation law, I provided fundamental
limits on how much a spin-jA system can be used to polarize a larger spin-jB system, and on how
much one can invert spin polarization using a rotationally symmetric operation [H8].

(e) I investigated the problem of optimal communication between two parties with the encodings re-
stricted to symmetry operations for some symmetry group G [H13]. This setting corresponds to
encoding information into asymmetry of a given quantum state with respect to G, and provides a
secure communication scheme with a shared reference frame corresponding to G. I derived the op-
timal communication rates in the single-shot and asymptotic regimes, and discussed how they can
be applied to study a variety of constrained communication scenarios, e.g., when information can
be encoded only in coherences of a quantum state, or when one is constrained to local operations
and wants to investigate the limits of super-dense coding.

4. Results on classicality constraints:

(a) I introduced the novel concept of quantum coherifications of a classical channel, i.e., a set of
quantum channels that induce the same classical transitions, but may differ in how they process
quantum coherences [H3]. I showed that the classical irreversible transition matrix T can be coher-
ified to reversible unitary dynamics if and only if T is unistochastic. Otherwise, all coherifications
must necessarily be irreversible, and in order to assess the extent to which an optimal process is
indeterministic, I found explicit bounds on the entropy and purity of coherified channels.

(b) Optimal coherifications for several classes of channels, including all one-qubit channels, were found,
as well as the non-optimal coherification procedure that works for an arbitrary qudit channels [H3].

(c) In order quantify how many distinct quantum processes exist that are consistent with given classical
transitions, a collection of results on both necessary and sufficient conditions for the existence of
M perfectly distinguishable coherifications of a given classical channel was obtained [H7].

(d) Since only the set of unistochastic matrices can be fully coherified, I also investigated the properties
of this set by introducing and analysing its particular superset of bracelet matrices [H11]. Algebraic
and geometric properties of this set were described, including its star-shapedeness, closure under
multiplication by factorisable matrices, and the behaviour of the spectra of its elements. As a
result, unistochastic matrices for small dimensions were fully characterised.

(e) Beyond the concept of coherification, the classicality constraint was also investigated by intro-
ducing and characterising a class of environmental noises called dephasing superchannels, which
decrease coherent properties of quantum channels, but do not affect the classical transitions they
induce [H10]. I found a general mathematical description of such superchannels, showed how they
can be physically realised, and characterised the possible effects on the coherent properties of
channels they act upon.

4.3 Results on thermodynamic constraints

4.3.1 Optimal processing beyond the thermodynamic limit

Thermodynamic setting. In the emerging field of quantum thermodynamics (see Ref. [26] and references
therein) a focus is placed on possible transformations of small quantum systems interacting with a thermal
environment. The investigated system is described by a Hamiltonian H =

∑
iEi |Ei〉〈Ei| and its initial state
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by a general density matrix ρ, whereas the state of the bath, described by a Hamiltonian HB , is given by a
thermal equilibrium density matrix,

γB =
e−βHB

Tr (e−βHB )
, (1)

where β = 1/kBT is the inverse temperature with kB denoting the Boltzmann constant. The evolution of
the joint system is assumed to be closed, so that it is described by a unitary operator U , which additionally
conserves the total energy,

[U,H ⊗ 1B + 1⊗HB ] = 0. (2)

The central question now is about the interconversion problem: what are the possible final states that a given
initial state ρ can be transformed into? More formally, one defines the set of thermal operations [17, 27],
which describes all possible transformations of the system that can be performed without the use of additional
resources (beyond the single heat bath). The set of thermal operations for a given fixed inverse temperature
β consists of all completely positive trace-preserving (CPTP) maps {Eβ} that act on a system in state ρ with
Hamiltonian H as

Eβ(ρ) = TrB′
(
U (ρ⊗ γB)U†

)
, (3)

with U satisfying Eq. (2), γB given by Eq. (1), HB being arbitrary, and B′ denoting any subsystem of the
joint system. Note that energy conservation condition, Eq. (2), can be interpreted as encoding the first law
of thermodynamics; whereas the fact that the bath is in thermal equilibrium leads to Eβ(γ) = γ, with γ
being the thermal Gibbs state of the system (i.e., given by Eq. (1) with HB replaced by H), thus encoding
the second law.

Thermodynamic limit and beyond. An important variant of the interconversion problem is the asymp-
totic state interconversion, where one considers transforming arbitrarily many copies of the initial state and
asks for the maximal conversion rate at which it is possible to transform instances of one state to another with
asymptotically vanishing error. Physically, this corresponds to macroscopic systems composed of n → ∞
particles, in the so-called thermodynamic limit when energy fluctuations are much smaller than the average
energy. It was found that the asymptotic conversion rate is given by the ratio of non-equilibrium free energies
of the initial and target states [18], resulting in transformations being fully reversible in this regime. How-
ever, for finite n the macroscopic results do not hold any more, and transformations may become irreversible.
Although the necessity to go beyond classical thermodynamics is mostly motivated by the fact that at the
nanoscale quantum effects, like coherence [28–31] [KK10, KK11] and entanglement [32–34], start playing an
important role, in the quantum regime one also deals with systems composed of a finite number n of particles.
Hence, thermodynamic transformations of such systems are affected by the effective irreversibility and one
of my goals was to rigorously address this problem. My works [H4–H6, H12] provide a bridge between the
extreme case of single-shot thermodynamics with n = 1 [17] and the asymptotic limit of n→∞ [18], allowing
one to study the irreversibility of thermodynamic processes in the intermediate regime of large but finite n.

Optimal incoherent interconversion rate. Work [H4] focuses on a system comprised of a finite number
n of non-interacting subsystems (each governed by the same Hamiltonian H) and considers a pair of initial
and target subsystem states ρ and σ that both commute with H (i.e., energy-incoherent states). The aim
is to find the maximal rate R for which there exists a thermal operation Eβ such that Eβ(ρ⊗n) = σ̃ for
some state σ̃ on Rn subsystems that is sufficiently close to σ⊗Rn. In other words, the problem of optimal
thermodynamic state interconversion between a finite number of instances of states ρ and σ is investigated
for a fixed inverse temperature β of the background bath and allowed constant transformation error ε. The
error is quantified by the proximity of two quantum states measured using infidelity, i.e. it is required that
F (σ⊗Rn, σ̃) ≥ 1− ε for some accuracy parameter ε ∈ (0, 1), where F (·, ·) denotes Uhlmann’s fidelity [35],

F (ρ, σ) :=

(
Tr

(√√
ρσ
√
ρ

))2

. (4)

The maximal conversion rate R = R(ρ, σ, n, ε) depends on the initial and target states, ρ and σ, as well
as the number of subsystems n and the accuracy ε. The results are expressed in terms of two information
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quantities: the relative entropy [36] with the Gibbs state, D(·‖γ), and the relative entropy variance [37, 38]
with the Gibbs state, V (·‖γ), which are defined by

D(ρ‖γ) := Tr (ρ(log ρ− log γ)) , V (ρ‖γ) := Tr
(
ρ(log ρ− log γ)2

)
−D(ρ‖γ)2. (5)

These quantities can also be interpreted thermodynamically: D(ρ‖γ)/β is the difference between the gen-
eralised free energies of ρ and γ [18], while V (ρ‖γ) is proportional to a generalised heat capacity of the
system [H4]. Also, note that D(ρ‖γ) vanishes if and only if ρ = γ, whereas V (ρ‖γ) vanishes whenever ρ is
proportional to the Gibbs state on the support of ρ, e.g., when ρ is pure. It is assumed that neither the initial
state ρ nor the target state σ are the thermal state γ, as otherwise the interconversion problem is trivial.
The optimal interconversion rate is then proved to be given by

R(ρ, σ, n, ε) ' D(ρ‖γ)

D(σ‖γ)

(
1 +

√
V (ρ‖γ)

nD(ρ‖γ)2
Z−1

1/ν(ε)

)
(6a)

' D(ρ‖γ)

D(σ‖γ)

(
1 +

√
V (σ‖γ)

nD(ρ‖γ)D(σ‖γ)
Z−1
ν (ε)

)
, (6b)

where Z−1
ν is the inverse of the cumulative function of Rayleigh-normal distribution Zν introduced in Ref. [39]

with ν given by

ν =
V (ρ‖γ)/D(ρ‖γ)

V (σ‖γ)/D(σ‖γ)
, (7)

and ' denotes equality up to terms of order o(1/
√
n). Note that Z0 = Φ is the cumulative normal distribution

function and Z1 is the cumulative Rayleigh distribution function. The inverse of the cumulative Rayleigh-
normal distribution is typically negative for small values of ε (unless ν = 1), and thus the finite-size correction
term that scales as 1/

√
n is generally negative. The reason to state both formulas, Eqs. (6a)-(6b), is that

this way one covers each of the special cases, V (ρ‖γ) = 0 and V (σ‖γ) = 0, avoiding the use of Z−1
∞ , which is

undefined. The special case when both relative entropy variances vanish is covered separately by the following
exact expression for R:

R =
1

n

⌊
nD(ρ‖γ)− log(1− ε)

D(σ‖γ)

⌋
' D(ρ‖γ)

D(σ‖γ)
. (8)

Finally, using results originally derived in Ref. [40], one can numerically evaluate the optimal interconver-
sion rates for small n and compare the above second-order expansion to the exact interconversion rates. As
shown in Fig. 2, even for relatively small system sizes, the second-order asymptotic expansion gives a remark-
ably good approximation to the optimal interconversion rates, especially when compared to the first-order
asymptotics.

Finite-size irreversibility effects. Although studying general state interconversion rates may seem to be
a rather abstract problem, the formalism can be applied to study more familiar thermodynamic scenarios.
Since asymptotic conversion rates allow for reversible interconversion cycles and the results of Ref. [H4]
describe finite-size corrections to these rates, the main effect that will be discussed is irreversibility. The
first indicator of irreversibility can be captured by calculating the rate at which n copies of a system can be
transformed from initial state ρ, through σ, and back to ρ:

ρ⊗n
ε1−→ σ⊗Rn

ε2−→ ρ⊗R
′Rn, (9)

which is illustrated in Fig. 3a. Without the second-order asymptotic corrections derived in Ref. [H4], the
reversibility rate Rr := RR′ is equal to 1, and Eq. (9) describes a perfect cyclic process. However, including
the derived finite-size corrections, one obtains

Rr ' 1 +

√
V (ρ||γ)

nD(ρ||γ)2

(
Z−1

1/ν(ε1) + Z−1
1/ν(ε2)

)
. (10)
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Figure 2: Optimal interconversion rates. Comparison between the second-order approximation R and ex-
act thermal interconversion rates R∗, when converting from ρ = 7

10 |0〉〈0|+ 3
10 |1〉〈1| to σ = 8

10 |0〉〈0|+ 2
10 |1〉〈1|,

with Hamiltonian H = |1〉〈1| and access to a thermal bath at temperature 1/β = 3. The circles indicate exact
conversion rates, and the lines the second-order approximation given by Eq. (6a). As the exact interconver-
sion rate is always a multiple of 1/n, the rounding of the second-order approximation to the nearest multiples
of 1/n is also indicated with error bars. The colours encode the infidelity tolerance, with ε = 5 × 10−2 for
red and ε = 10−5 for blue. The dotted line corresponds to the asymptotic interconversion rate.

The error is accumulated during both transformations appearing in Eq. (9), and the total error ε can be
bounded as

ε ≤
(√

ε1(1− ε2) +
√
ε2(1− ε1)

)2

. (11)

Now, requiring that the number of systems n stays constant at all times (i.e., enforcing R = R′ = 1) implies

ε1 = ε2 = Z1/ν(0), (12)

and the total error ε can then be bounded by

ε ≤ 4Zν(0) (1− Zν(0)) , (13)

where the duality property of Rayleigh-normal distribution, Z1/ν(µ) = Zν(
√
νµ), has been used. Since

the right hand side of the above has a single minimum at ν = 1, the parameter ν can be interpreted as
reversibility parameter that quantifies the compatibility of two states. In other words, the closer ν is to 1,
the less error will be induced while performing a thermodynamic transformation ρ⊗n → σ⊗n → ρ⊗n (i.e., the
more reversible the process will be).

Another important consequence of irreversibility is the difference between distillable work and work of
formation [17]. These quantify the amount of thermodynamically relevant resources that can be distilled
from, or are needed to form, a given state. Similarly to the resource theory of entanglement, where Bell
states act as standard units of entanglement resource [3], also within the resource theory of thermodynamics
there are states acting as “gold standards” for measuring the amount of resources present in a state. These
are given by pure energy eigenstates which, having zero entropy, have a clear energetic interpretation. The
transformation requiring a change of an ancillary battery state |w〉, with energy w, into a state |0〉, with
zero energy, is thus interpreted as performing work w; and a transformation allowing for an opposite change
corresponds to extracting work w. Hence, in order to assess the thermodynamic resourcefulness of n copies of
a given energy-incoherent state, ρ⊗n, one can investigate how much the energy of a pure battery system has
to decrease per copy of ρ to construct ρ⊗n from a thermal equilibrium state, and how much can it increase
per copy of ρ while transforming ρ⊗n to a thermal state. Using Eq. (6b), one can arrive at the following
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(a) (b)

Figure 3: (a) Finite-size irreversibility. Left: in the asymptotic limit, n → ∞, the optimal conversion
rate from ρ to σ is equal to the inverse of the conversion rate from σ to ρ. Therefore, reversible cycles can
be performed. Right: in general, finite n corrections to conversion rates for near-perfect interconversion are
negative, leading to irreversibility with R′R < 1. (b) Work gap. The behaviour of distillable work WD and
work of formation WF varies in different regimes. In single-shot scenarios they are proportional to min- and
max-relative entropies [17]. In the intermediate regime of large but finite n studied in Ref. [H4], the values
of WD and WF lie symmetrically around the value achieved in the asymptotic limit, where WD and WF

coincide and are equal to the non-equilibrium generalisation of free energy. Note that the y axis above is in
the units of kBT .

second order asymptotic expressions for the work of distillation WD and work of formation WF :

WD '
1

β

(
D(ρ||γ) +

√
V (ρ||γ)

n
Φ−1(ε)

)
, WF '

1

β

(
D(ρ||γ)−

√
V (ρ||γ)

n
Φ−1(ε)

)
, (14)

with Φ−1 being the inverse of the cumulative normal Gaussian distribution. Note that the obtained values
of WD and WF lie symmetrically around the asymptotic value W = D(ρ||γ)/β,

WD 'W −∆W, WF 'W + ∆W, with ∆W := − 1

β

√
V (ρ||γ)

n
Φ−1(ε), (15)

and that the correction term ∆W is positive for small values of infidelity ε. Thus, the resource cost of
near-perfect formation of a state is always larger than the amount of resources than can be distilled from
it, indicating irreversibility. This symmetric gap that opens for finite n is illustrated in Fig. 3b, where it
is also compared with the values of WD and WF for the single-shot scenario n = 1 (where WD and WF

generally lie asymmetrically around the asymptotic value W ). Finally, in Ref. [H4], it is also explained how
the performance of heat engines gets affected by finite-size working body. In particular, it is shown that
finite-size effects prevent the possibility of perfect work extraction with Carnot efficiency.

Extension to moderate-deviation regime. The results of Ref. [H4] concerned the second-order correc-
tions to the asymptotic rate in the so-called small deviation regime [41], where the conversion rate approaches
the asymptotic one for n → ∞, but the transformation is realised with a constant error. In Ref. [H5] the
issue of constant error was solved by deriving corrections to the asymptotic rate in the moderate deviation
regime [42], where the correction term still vanishes as n→∞, but also the transformation is asymptotically
error-free. To formally state the main result of Ref. [H5], the following notion is needed: a sequence of real
numbers {tn}n is a moderate sequence if its scaling is strictly between 1/

√
n and 1, meaning that tn → 0

and
√
ntn → +∞ as n→∞. Note that an important family of moderate sequences is given by tn ∼ n−α for

α ∈ (0, 1/2), which can be used to obtain a particularly simple version of the results. For any moderate se-
quence tn and the accepted error level (quantified by either the infidelity, 1−F , or total variation distance δ)
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of
εn = e−nt

2
n , (16)

the asymptotic expansion of the optimal conversion rate R(ρ, σ, n, εn) is given by

R(ρ, σ, n, εn) ' D(ρ‖γ)

D(σ‖γ)
−
√

2V (ρ||γ)

D(σ||γ)2

∣∣1− 1/
√
ν
∣∣ tn, (17)

where ν is the reversibility parameter given by Eq. (7) and ' here denotes equality up to terms of order o(tn).
Note that when V (ρ||γ) = 0, resulting in 1/

√
ν diverging to infinity and the apparent multiplication of zero

times infinity, one can simply use the definition of ν to replace Eq. (17) with

R(ρ, σ, n, εn) ' D(ρ‖γ)

D(σ‖γ)
−
√

2V (σ||γ)D(ρ‖γ)

D(σ||γ)3
tn. (18)

Extension to other resource theories. Somewhat surprisingly, the statements concerning moderate
deviation expansion of the interconversion rate under thermal operations can be rather straightforwardly
translated to two other prominent examples of resource theories: that of entanglement [3] and that of co-
herence [43]. This is because they are formally very strongly related, as single-shot interconversion in these
two theories (i.e., with transformations constrained to local operations and classical communication, LOCC,
and to incoherent operations) is ruled by a majorization partial order [5, 44], while in thermodynamics it
is its variant known as thermomajorization [17]. This not only allows for a unified treatment, but also for
a simplified representation of initial and target quantum states, ρ and σ, as probability distributions, p
and q. More precisely, for entanglement theory, the initial and target pure bipartite states, ρ = |Ψ〉〈Ψ| and
σ = |Φ〉〈Φ|, with the Schmidt decomposition given by |Ψ〉 =

∑
i

√
pi |ψi〉 ⊗ |ψ′i〉 and |Φ〉 =

∑
i

√
qi |φi〉 ⊗ |φ′i〉,

can be represented by p and q. Analogously, for coherence theory with respect to a fixed basis {|i〉}, one
can represent pure initial and target states, ρ = |ψ〉〈ψ| and σ = |φ〉〈φ|, using pi = | 〈i|ψ〉 |2 and qi = | 〈i|φ〉 |2.
Then, it was proven in Ref. [H5] that the asymptotic expansion of the optimal conversion rate between states
represented by p and q, r(p, q, n, εn), for both entanglement and coherence transformations is given by

r(p, q, n, εn) ' H(p)

H(q)
−
√

2V (p)

D(q)2

∣∣∣1− 1/
√
ν′
∣∣∣ tn, (19)

where tn is an arbitrary moderate sequence, ν′ is given by [39]

ν′ =
V (p)/H(p)

V (q)/H(q)
, (20)

with H denoting the Shannon entropy and V the corresponding entropy variance [41, 45],

H(p) = −
∑
i

pi log pi, V (p) =
∑
i

pi (log pi +H(p))
2
. (21)

Note that when V (p) = 0, resulting in 1/
√
ν′ diverging to infinity and the apparent multiplication of zero

times infinity, one can simply use the definition of ν′ to replace Eq. (19) with

r(p, q, n, εn) ' H(p)

H(q)
−
√

2V (q)H(p)

H(q)3
tn. (22)

Resource resonance. As we have just seen, for transformations in resource theories of thermodynam-
ics, entanglement and coherence, when the initial and target states satisfy ν = 1 (or ν′ = 1), the optimal
conversion rate in the regime of vanishing error is given by the asymptotic rate with no corrections. This
means that, up to terms of order o(tn), such transformations are reversible even for finite n. As a result, a
novel resource resonance phenomenon was discovered and discussed in Ref. [H6]. Note that since the free
energy D(·‖γ) (or the Shannon entropy H(·)) quantifies the average (asymptotic) resource content of a state,
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free energy variance V (·‖γ) (or the entropy variance V (·)) can be understood as quantifying its fluctuations.
Hence, the ratio V/D (or V/H) tells us about relative strength of resource fluctuations in a single copy of a
given state, and so the resonance condition ν = 1 (or ν′ = 1) is satisfied for pairs of states with equal relative
resource fluctuations. Here, this general phenomenon will be illustrated with two particular examples.

First, consider a heat engine, with a finite-size working body consisting of n = 200 non-interacting two-
level systems and operating between two thermal baths at temperatures Th > Tc, performing work on a
battery system initially in the ground state. Such a process can be elegantly phrased as an interconversion
problem within the resource theory of thermodynamics, with the working body at cold temperature Tc
acting as a non-equilibrium resource in the presence of a hot bath at temperature Th. While the working
body heats up from Tc to Tc′ , part of its resource content can be converted into work by exciting the battery
system. Now, a perfect engine with an infinite working body, n → ∞, and constantly operating at the
Carnot efficiency would extract the amount of work nWC equal to the free energy change of the working
body. However, since n is small, the energy fluctuations of the working body are not negligible compared
to the average energy, and thus the engine operates beyond the thermodynamic limit. One can then expect
two kinds of effects. On the one hand, the quality of work [46, 47] will not be perfect, as some of the energy
fluctuations will be transferred to the battery. In the left panel of Fig. 4a, the optimal work quality as a
function of Tc and Tc′ is presented for an engine extracting W = 0.95WC per qubit of the working body.
On the other hand, if one demands the work quality to be above some threshold level, the optimal efficiency
of the engine may be affected so that it cannot achieve the Carnot limit. In the right panel of Fig. 4a, the
optimal fraction of WC that can be extracted when its quality is bounded by a constant is plotted, again as a
function of Tc and Tc′ . In both plots one can see clear resonant lines (corresponding precisely to the resonant
condition ν = 1), indicating near-perfect quality and near-Carnot efficiency corresponding to reversible (and
thus dissipationless) processes, obtained while operating well outside the asymptotic regime with a finite-size
working body.

Second, imagine one has access to n bipartite and pure entangled systems, each initially in a state ρ1 or
ρ2, and wants to transform them to a target state σ. Moreover, assume that the asymptotic resource values
of ρ1 and ρ2 are equal, i.e., asymptotically one can obtain the same number of copies of σ from either n
copies of ρ1 or n copies of ρ2. One can achieve this asymptotic conversion rate also for finite n, but for the
price of error ε. This error depends on the reversibility parameter ν′, and thus for finite n the states ρ1 and
ρ2 no longer have the same value. Crucially, however, it may happen that they are incompatible with σ in
opposite ways, such that the reversibility parameter for ρ1 and σ is smaller than 1, while for ρ2 and σ it is
larger than 1. Thus, by taking λn copies of ρ1 and (1− λ)n copies of ρ2 one can tune the initial state to be
in resonance with the target state, i.e., to have reversibility parameter close to 1. In the left panel of Fig. 4b,
one can see how such tuning can reduce the infidelity of entanglement transformation by several orders of
magnitude. Note that this effect is much stronger than the increase in fidelity due to the increased number n
of processed states that can be observed for λ ∈ {0, 1}. Instead of demanding conversion at the asymptotic
rate, one can enforce the error to be below some fixed threshold value ε. Again, one can focus on a set of
initial states {ρi} that are asymptotically equivalent and ask how many copies of the target state σ can be
obtained from ρ⊗ni with error not exceeding ε. Based on Eq. (19), the conversion rate r should grow with n
approaching the asymptotic value quicker for states ρi that are closer to resonance with σ. Indeed, this is
the case, as the numerical results presented in the right panel of Fig. 4b confirm.

Links with fluctuation-dissipation relation. The fluctuation-dissipation theorem is a fundamental re-
sult in statistical physics that establishes a connection between the response of a system subject to a per-
turbation and the fluctuations associated with observables in equilibrium [48, 49]. In Ref. [H12], I derived
its version within a resource-theoretic framework, where one investigates optimal quantum state transitions
under thermodynamic constraints. This was achieved by investigating thermodynamic distillation processes
in which the initial system consisting of asymptotically many non-interacting subsystems is transformed via
thermal operations, with some transformation error, to a pure energy eigenstate of the final system. Within
this setting, which is analogous to the one from Refs. [H4–H6], the main results of Ref. [H12] are given by
two theorems. The first one yields the optimal transformation error ε as a function of the free energy dif-
ference ∆F (measured by relative entropy D(·‖γ)) between the initial and target states, and the free energy
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Figure 4: (a) Resonance in work extraction. Performance of the heat engine with a working body
consisting of n = 200 non-interacting qubits, each with energy gap ∆E. Hot bath temperature it set by
kBTh = 10∆E, the working body is initially at cold bath temperature Tc and heats up to Tc′ in the process.
Left: the optimal quality of work, measured by the infidelity ε between the final and excited battery state,
while extracting W = 0.95WC per qubit. Right: the optimal fraction of WC that can be extracted per qubit
when the quality of work is bounded by ε < 10−3. The dashed line in both plots indicates the position
of the resonance predicted by setting ν = 1 in Eq. (7). (b) Tuning resources to resonance. State
interconversion under LOCC for a bipartite system consisting of n pairs of qutrits. Left: the infidelity ε

between the target state |Φ〉⊗n and the optimal final state obtained from |Ψ1〉⊗λn ⊗ |Ψ2〉⊗(1−λ)n
. Different

plots correspond to varying numbers of interconverted states n ∈ {5, 10, . . . , 30}, from top to bottom. The
location of the resonant mixing factor λ∗ (dashed line) can be found using Eq. (20). Right: The optimal
conversion rate r between the initial state |Ψi〉⊗n and the target state |Φ〉⊗rn with transformation infidelity
bounded by ε < 0.01. Different plots correspond to initial states with equal asymptotic conversion rate
(dashed line), but varying reversibility parameters ν′.

fluctuations σ(F ) (measured by relative entropy variance V (·‖γ)) in the initial state:

ε = Φ

(
− ∆F

σ(F )

)
, (23)

where Φ(x), as before, is the Gaussian cumulative distribution function. This statement was proven for many
independent initial systems in arbitrary incoherent states, as well as for many independent and identical
systems in the same pure state. The second theorem (that employs the first one as a building block) provides
a precise relation between the free energy fluctuations σ(F ) of the initial state and the minimal amount of
free energy Fdiss dissipated in the optimal thermodynamic distillation process (i.e., the difference between
the initial and final free energy of the system):

Fdiss = a(ε)σ(F ) (24)

where

a(ε) = −Φ−1(ε)(1− ε) +
exp

(
−(Φ−1(ε))2

2

)
√

2π
. (25)

This statement was proven for many independent systems in identical incoherent states, while for many
independent systems in identical pure states it was proven that the right hand side of Eq. (24) is a lower
bound for Fdiss. The physical interpretation of this result is clear and in direct correspondence with the
original fluctuation-dissipation relation: whenever the system is dragged out of its initial (not necessarily
equilibrium) state to some final state, the amount of free energy dissipated in this processes is exactly
proportional to the amount of free energy fluctuations present in the initial state. In other words, it is these
fluctuations that are responsible for dissipation, as in the original works of Einstein and Smoluchowski on
Brownian motion [50, 51]. Recall that there an object moving through a fluid experiences resistance that
dissipates energy, with the source of resistance (i.e., many small fluid molecules bumping into the investigated
object) being the same as the source of random position fluctuations of the object at equilibrium.
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4.3.2 Thermodynamic consequences of the superposition principle

Optimal processing of states with coherence. The results obtained in Ref. [H12] were also used to
refine the known results on the performance of important thermodynamic protocols. Most importantly, by
extending the analysis to arbitrary pure initial states, not only the effect of thermal fluctuations could be
studied, but also of quantum fluctuations that arise due to the superposition principle. To be more precise,
the optimal amount of extractable work and the optimal thermodynamically-free communication rate were
calculated for initial states consisting of n identical pure states, |ψ〉⊗n. Despite the completely different nature
of such states as compared to energy-incoherent states, the derived formulas up to second order asymptotic
terms (i.e., the values for n → ∞ with a correction term scaling as 1/

√
n) had the same form. The only

change needed in the formulas was to replace the free energy and free energy fluctuations with average energy
〈E〉 and energy fluctuations σ(E), where

〈E〉 = N 〈ψ|H |ψ〉 , σ(E) =
√
N
(
〈ψ|H2 |ψ〉 − 〈ψ|H |ψ〉2

)
. (26)

In conclusion, it was shown that in the regime of many processed systems, the analysis of the thermodynamic
transformations of states with coherence is similar in spirit to energy-incoherent states.

Structure of the thermodynamic partial order. Work [H1] investigates the structure of the thermo-
dynamic ordering of non-equilibrium states that emerges when the set of thermodynamic transformations
is defined by the largest set of quantum operations that do not allow one to construct a perpetuum mo-
bile. These are given by transformations E that leave the thermal equilibrium state unchanged, the so-called
Gibbs-preserving (GP) operations satisfying E(γ) = γ, and form a superset of the previously discussed ther-
mal operations. These operations encode the structure of the thermodynamic arrow of time by telling one
which states can be reached from a given state (and which states can evolve into it) in accordance with
the laws of thermodynamics. In other words, whenever a state ρ can freely, i.e., without using any extra
thermodynamic resources, evolve to a state σ, then ρ precedes σ in a thermodynamic partial order. In-
stead of studying the ordering induced by Gibbs-preserving operations between particular states, the focus
in Ref. [H1] is on the global properties of the thermodynamic arrow of time. More precisely, a partial order
is a very general structure, studied within the field of mathematics known as order theory [52], with three
defining properties: reflexivity, transitivity and antisymmetry. Being such a broad and general concept, it
seems natural to ask whether the thermodynamic ordering has a more rigid and specific structure. Inspired
by order-theoretic studies, Ref. [H1] focuses on a special kind of partial order known as a lattice, interprets it
from a thermodynamic perspective, and provides evidence that the superposition principle brings additional
structure to the thermodynamic arrow of time.

Thermodynamic lattice. In order to investigate the thermodynamic ordering of states encoded by Gibbs-
preserving maps, it is useful to introduce the notion of thermal cones (see Fig. 5a). The set of states T+(ρ)
that a quantum state ρ can be mapped to via GP quantum channels is called the future thermal cone of ρ.
Analogously, the set of states T−(ρ) that can be mapped to ρ via GP quantum channels is called the past
thermal cone of ρ. Next, for any two states ρ and σ, define a set of states T−(ρ, σ) = T−(ρ) ∩ T−(σ), i.e.,
the set of all states whose future thermal cones contain both ρ and σ. The thermodynamic interpretation of
T−(ρ, σ) is that of a set of states in the past that are allowed by the thermodynamic arrow of time to evolve
both into ρ and σ at present. Analogously, define a set of states T+(ρ, σ) = T+(ρ) ∩ T+(σ), i.e., the set of all
states whose past thermal cones contain both ρ and σ. Thermodynamically T+(ρ, σ) is the set of states in
the future that are allowed by the thermodynamic arrow of time to be reached from both ρ and σ at present.
Now, if there exists τ− ∈ T−(ρ, σ) such that for all τ ∈ T−(ρ, σ) we have τ− ∈ T+(τ) then τ− is called the join
of ρ and σ and is usually denoted by ρ ∨ σ (see Fig. 5b). The notation is justified by the fact that T+(τ−)
is the smallest thermal cone that contains T+(ρ) ∪ T+(σ). Thermodynamically we can interpret the join of
ρ and σ as the unique state3 in the past that is consistent both with ρ and σ at present, as well as with all
possible joint pasts of ρ and σ. The join can also be seen as the extremal moment in the past evolution, at
which the system has to “decide” whether to evolve into ρ or σ. Analogously, if there exists τ+ ∈ T+(ρ, σ)

3To be precise, the “unique state” actually means a state that is unique up to equivalence relation given by states that are
reversibly interconvertible under GP operations.
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Figure 5: (a) Thermal cones. The reachability of one state from another via a GP map introduces the
ordering of states along the thermodynamic arrow of time. States that can be reached from a given state
ρ form its future thermal cone T+(ρ), whereas states that can be transformed into ρ form its past thermal
cone T−(ρ). (b) Visualising the join and meet. Left: the intersection of past thermal cones of ρ and σ,
denoted by T−(ρ, σ), is a set of states that can thermodynamically evolve to both ρ and σ. The join ρ ∨ σ
is the unique state belonging to T−(ρ, σ) that can be thermodynamically reached from all states in T−(ρ, σ).
Right: the intersection of future thermal cones of ρ and σ, denoted by T+(ρ, σ), is a set of states that can
be thermodynamically reached from both ρ and σ. The meet ρ ∧ σ is the unique state belonging to T+(ρ, σ)
that can thermodynamically evolve to all states in T+(ρ, σ).

such that for all τ ∈ T+(ρ, σ) we have τ+ ∈ T−(τ), then τ+ is called the meet of ρ and σ and is usually
denoted by ρ∧σ (see Fig. 5b). Again, the notation is justified by the fact that T+(τ+) is the biggest thermal
cone that is contained in T+(ρ) ∩ T+(σ). Thermodynamically the meet of ρ and σ is the unique state in the
future that is consistent both with ρ and σ at present, as well as with all possible joint futures of ρ and σ.
The meet can also be seen as the extremal moment in the future evolution, after which the system “forgets”
whether it evolved from ρ or σ, as its state is consistent with both pasts.

In Ref. [H1], I point out that in the infinite-temperature limit the thermodynamic arrow of time actually
reflects the structure of a lattice, and I provide explicit expressions for the join and meet of any two states.
Crucially, the lattice structure is still preserved if one limits considerations to the subset of classical states,
i.e. states incoherent in the energy eigenbasis that can be represented by probability distributions over their
energy levels. Thus, when T →∞, both classical and quantum thermodynamic arrows of time have a lattice
structure. However, I show that this structure is lost in the classical regime at finite temperatures. Surpris-
ingly, however, I prove that the lattice structure may be preserved at finite temperatures when considering
the full set of quantum states, suggesting that coherence can play a role in providing structure to the ther-
modynamic arrow of time. This is achieved by studying the simplest quantum scenario of a two-dimensional
system, fully solving state interconversion problem under GP quantum channels, and showing that the re-
sulting ordering forms a lattice. First, the future thermal cone T+(ρ) is obtained for all qubit states ρ. In the
Bloch sphere, it is given by the region obtained from revolving the intersection of two disks, D1(ρ) ∩D2(ρ),
around the z axis (see Fig. 6a), with D1 and D2 defined as follows. Recall the Bloch sphere representation
of a qubit state ρ,

ρ =
1 + rρ · σ

2
, (27)

where σ = (σx, σy, σz) denotes the vector of Pauli matrices. Next, orient the Bloch sphere so that the
Bloch vectors of the considered state ρ and the thermal state γ are given by rρ = (x, 0, z) and rγ = (0, 0, ζ),
respectively. The two disks, D1(ρ) and D2(ρ), then have radii

R1(ρ) =
R−(ρ) + ζ2

1− ζ2
, R2(ρ) =

R+(ρ)− ζ2

1− ζ2
, (28)

and are centred at
z1(ρ) = [0, 0, ζ(1 +R1(ρ))], z2(ρ) = [0, 0, ζ(1−R2(ρ))], (29)
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Figure 6: (a) Future thermal cones for qubits (GP operations). A general qubit state ρ and a thermal
state γ with rγ = (0, 0, 0.5) presented in the Bloch sphere. The disk D1(ρ) corresponds to a set of states {σ}
with R−(σ) ≤ R−(ρ), whereas the disk D2(ρ) corresponds to a set {σ} with R+(σ) ≤ R+(ρ). The equalities
are obtained at the edges of the disks. The set of states ρ can be mapped to via GP quantum channels is
given by the intersection D1(ρ) ∩D2(ρ) (which can also be freely revolved around the z axis). Left: a mixed
initial state with rρ = (0.4, 0, 0.6). Right: a pure initial state with rρ = (0.6, 0, 0.8). (b) Thermodynamic
lattice for qubits. A thermal state γ and two states ρ and ρ′ presented in the Bloch sphere. Left: states
described by rρ = (0.4, 0, 0.6), rρ′ = (0.3, 0, 0.2), rγ = (0, 0, 0.5). The join Ω of ρ and ρ′ lies at the intersection
of circles Ci defining D1(ρ′) and D2(ρ), whereas their meet ω lies at the intersection of circles Ci defining
D1(ρ) and D2(ρ′). Right: states described by rρ = (0, 0,−0.8), rρ′ = (0.4, 0, 0.4), rγ = (0, 0, 0.2). The join
Ω of ρ and ρ′ lies at the intersection of circles Ci defining D1(ρ) and D2(ρ) (which coincides with ρ), whereas
their meet ω lies at the intersection of circles Ci defining D1(ρ′) and D2(ρ′) (which coincides with ρ′).

where
R±(ρ) =

√
(z − ζ)2 + x2(1− ζ2)± ζz. (30)

Now, the join and meet of ρ and ρ′ are defined using

ρmax
m = arg max{Rm(ρ), Rm(ρ′)}, ρmin

m = arg min{Rm(ρ), Rm(ρ′)}, (31)

for m ∈ {1, 2}: the join is given by a state lying in the Bloch sphere at the intersection of two circles defining
D1(ρmax

1 ) and D2(ρmax
2 ), and the meet is defined analogously by replacing max with min (see Fig. 6b).

Finally, it is important to emphasize that the existence of a thermodynamic lattice would not only bring
a new understanding of the thermodynamic arrow of time (with a unique consistent future and past for each
subset of states), but could also allow us to use new algebraic tools to study thermodynamics. Namely, if
thermodynamic partial order forms a lattice, then it can be fully described as an algebraic structure consisting
of a set of quantum states and two binary operations ∨ and ∧ satisfying the following axioms for all states
ρ, σ, τ :

ρ ∨ σ = σ ∨ ρ, ρ ∨ (σ ∨ τ) = (ρ ∨ σ) ∨ τ, ρ ∨ (ρ ∧ σ) = ρ, (32)

and another three obtained from the above by exchanging ∨ with ∧.

History erasure process. In order to provide a physical interpretation of the above results and to highlight
the differences between the infinite- and finite-temperature cases (as well as between classical and quantum
scenarios), the history erasure process was introduced and analysed in Ref. [H1]. Imagine that two possible
events may have happened “in the past”: the system could have been prepared either in the state ρ or in
the state σ. It then evolved along the thermodynamic arrow of time into a state τ , i.e., a GP quantum
channel transformed the system state into τ . Now ask: can one infer the past of the system, i.e., whether
it was initially prepared in a state ρ or σ, based on the present state τ? If both ρ and σ belong to the past
thermal cone T−(τ) then it is impossible, and one says that the (ρ, σ)-history has been erased during the
evolution. Clearly, any history can be erased by evolution that brings the system to the thermal equilibrium
state γ. However, it may not be necessary for the system to evolve all the way to γ in order to erase its
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history. Therefore, the question is as follows: how far along the thermodynamic arrow of time does a system
have to evolve for its state to be consistent with both possible pasts, specified by states ρ and σ? To make
the notion of “far” precise one may ask: how much the free energy (entropy) of the system has to decrease
(increase) in order to erase its (ρ, σ)-history. The simplest scenario happens when the two possible pasts are
thermodynamically ordered, say that ρ lies in the past thermal cone of σ. Then, if the system were prepared
in the state σ, it would not need to evolve at all (so its free energy would not need to decrease) in order to
achieve history erasure. Indeed, observing the state σ one cannot tell whether the system started in ρ and
thermalised towards σ, or if it was prepared in σ and did not evolve at all (recall that the identity map is
a free thermodynamic operation). A more interesting scenario arises when ρ and σ are not ordered. Then,
in general, there may be many optimal states τ which lead to history erasure, i.e., states that lie in the
future thermal cones of both ρ and σ, but whose past thermal cones contain no states with that property.
However, if the thermodynamic order has a lattice structure, there is a unique optimal state τ , given by the
meet ρ ∧ σ, that leads to (ρ, σ)-history erasure. The fact that in the infinite temperature limit one deals
with a lattice means that when information is the only thermodynamic resource (in the sense that it does
not matter which energy states are occupied, and the only important thing is how “sharp” the distribution
is), there exists a unique optimal history erasure process. In other words, there is a well-defined way to erase
the history while decreasing all thermodynamic monotones (in particular, increasing entropy) in a minimal
way. On the other hand, in the classical regime at finite temperatures, there does not exist a single unique
optimal history erasure process, but rather many inequivalent ones, each optimising a different monotone.
However, for two-level systems, if one is not restricted to classical states, there is an optimal way of erasing
(ρ, σ)-history, given by the meet of ρ and σ. Note that, for two classical states, their meet is given by a state
with coherence. One thus sees that for d = 2 coherence is necessary for the existence of an optimal history
erasure process at finite temperatures, and so exploiting coherence one can erase the classical history of a
system using less free energy.

4.4 Results on memory constraints

4.4.1 Optimal thermodynamic processing without memory

Markovian thermal processes. The aim of work [H14] was to capture the laws governing possible ther-
modynamic transformations under the assumption that the system interacts with a thermal bath at an
inverse temperature β in a memoryless (Markovian) way. The Markovianity condition typically arises in the
microscopic derivations employing the assumption of a large bath and the weak coupling limit [21, 53, 54].
More formally, the evolution of a state ρ of a quantum system is then governed by a master equation with
the general form [19, 20]:

dρ(t)

dt
= H(ρ(t)) + Lt(ρ(t)). (33)

The first term, H, is the generator of a closed (reversible) quantum dynamics,

H(ρ) = −i[H, ρ], (34)

with [·, ·] denoting the commutator, [A,B] = AB − BA, and H being the (dressed) Hamiltonian of the
system, which is assumed here to be time-independent. The second term, Lt, is known as the Lindbladian or
dissipator and generates an open (irreversible) quantum dynamics. It has the following general form:

Lt(ρ) =
∑
i

ri(t)

(
Li(t)ρLi(t)

† − 1

2
{Li(t)†Li(t), ρ}

)
, (35)

with {·, ·} denoting the anticommutator, {A,B} = AB +BA, Li(t) being time-dependent jump operators,
and ri(t) being time-dependent non-negative jump rates. While a general Lindbladian only requires the rates
ri to be non-negative, Lindbladians arising from the interaction of a quantum system with a large heat bath
have two standard properties [21, 53, 54]:

(P1) Stationary thermal state. The Gibbs thermal state γ of the system (recall Eq. (1)) is a stationary
solution of the dynamics, i.e.,

∀t : Ltγ = 0. (36)
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(P2) Covariance. The Lindbladian Lt commutes with the generator of the Hamiltonian dynamics H at all
times t, i.e.,

∀ρ : Lt(H(ρ)) = H(Lt(ρ)). (37)

Quantum dynamics generated by master equations in the form of Eq. (33) and satisfying properties (P1)-
(P2) are called Markovian thermal processes. In other words, a quantum channel E is a Markovian thermal
process (MTP) if it results from integrating the Markovian master equation, Eq. (33), between time 0 and
tf ∈ [0,+∞], where the Lindbladian Lt satisfies properties (P1)-(P2). These form a standard description of
thermalization in the field of quantum thermodynamics and beyond (see, e.g., Sec. 3.1 of Ref. [54]) and are
the main focus of Ref. [H14].

While it is not straightforward to characterize all physical setups modelled via MTPs, they are common-
place. A crucial observation to be kept in mind is the following: MTPs constitute an effective model that
emerges after common approximations (such as the secular approximation, ignoring the Lamb shift) and in
an appropriate frame (in general, a rotating frame). For a concrete example of such an emergence after rele-
vant approximations, consider a typical setup of discrete quantum heat engines in the weak coupling regime.
There, one assumes that the dissipators only operate for a given amount of time, and they are then suddenly
switched to new ones according to some schedule. This is a special case of Eq. (35) where Li(t) ≡ Li, ri(t)
are taken to be appropriate step functions and H is (approximatively) constant after ignoring a small Lamb
shift. These are not only a nice class of examples: as was shown in Ref. [H14], these controls are sufficient to
realize every transformation that can be achieved by a generic MTP. Thus, any model that can be formally
written as Eq. (33) with properties (P1)-(P2) (with or without time-dependence on Lt) falls within the scope
of work [H14]. These include incoherent noise in quantum computers and effective models describing fluo-
rescence and other non-radiative decay channels in atoms, molecules and nanostructures [55]. The formal
equivalence between thermodynamic and other models of dissipation is well-known and it is in fact leveraged
as a standard technique to realize effective heat baths [56]. In quantum information terms, depolarization and
amplitude damping can be seen as limiting cases of Markovian thermal processes when β → 0 and β →∞,
respectively. This means that, in principle, the results of Ref. [H14] that will be summarised in the following
paragraphs, apply well-beyond the obvious thermodynamic scenarios.

Complete set of laws. The central question that I investigated in work [H14] is: what final states ρ(tf )
are accessible from an initial state ρ(0) by means of Markovian thermal processes? When such a process
transforming ρ(0) into ρ(tf ) exists, it is denoted by

ρ(0)
MTP7−→ ρ(tf ). (38)

The main contribution of Ref. [H14] is to find a complete set of conditions to answer this question when ρ(tf )
is block-diagonal in the energy basis (i.e., when it is energy-incoherent). Due to property (P2), the problem
is reduced to the one involving energy distributions (‘populations’)

p(0)
MTP7−→ p(tf ). (39)

It is crucial to highlight that the obtained solution satisfies two desiderata:

(D1) Finite verifiability. One can verify in a finite number of steps whether p(0)
MTP7−→ p(tf ) holds for any

given initial and final states.

(D2) Constructability. Whenever p(0)
MTP7−→ p(tf ) holds, one can explicitly construct a Markovian thermal

process realizing this transition through a sequence of elementary controls.

These are central requirements for the applicability of the framework and in typical resource theory approaches
these are not both satisfied.

Continuous thermomajorization. The first step towards finding the complete set of laws governing
transformations by MTPs, was to introduce a generalised version of the well-known thermomajorisation
ordering �γ [17, 27]. A probability distribution p is said to continuously thermomajorize q, denoted p Ïγ q,
if there exists a continuous path of probability distributions r(t) for t ∈ [0, tf ) such that
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1. r(0) = p,

2. ∀ t1, t2 ∈ [0, tf ) : t1 ≤ t2 ⇒ r(t1) �γ r(t2),

3. r(tf ) = q.

The family of probability distributions r(t) satisfying the above is called a thermomajorizing trajectory from
p to q. The importance of continuous thermomajorization for transformations under MTPs is captured by
the following result established in Ref. [H14]:

p(0)
MTP7−→ p(tf ) ⇐⇒ p(0) Ïγ p(tf ). (40)

Universality of elementary thermalizations. The second step was to establish the existence of a partic-
ularly simple thermomajorizing trajectory for every pair of probability distributions satisfying p(0) Ïγ p(tf ).
This is achieved through elementary thermalizations, each of which acts only on two energy levels (i, j) and
is represented by an extremely simple reset Markovian master equation

dpi
dt

=
1

τ

(
γi

γi + γj
(pi + pj)− pi

)
,

dpj
dt

= −dpi
dt
.

which describes an exponential relaxation to equilibrium:

pi,j(t) = e−t/τpi,j(0) +Nij(0)(1− e−t/τ )γi,j . (42)

Above, xi,j(t) := (xi(t), xj(t)) and Nij = pi(0) + pj(0). Formally, this can be represented by a matrix
equation

pi,j(t) = T i,j(λt)p
i,j(0) (43)

with λt = 1− e−t/τ and

T i,j(λ) =

[
(1− λ) + λγi

γi+γj
λ γi
γi+γj

λ
γj

γi+γj
(1− λ) + λγi

γi+γj

]
. (44)

These transformations stand out for their formal simplicity – they are the stochastic processes with thermal
fixed point on two states that can be realized by a Markovian master equation. But they also arise naturally in
rather diverse approaches to quantum thermodynamics [57–59], where they are often used as building blocks
for more complex protocols [60–62]. The importance of elementary thermalizations for transformations under
MTPs was established in Ref. [H14] via the following result:

p(0) Ïγ p(tf ) ⇐⇒ p(tf ) = T if ,jf (λf ) . . . T i1,j1(λ1)p(0), (45)

i.e., elementary thermalizations form universal thermodynamic control in the sense that whenever there exists
some thermomajorizing trajectory connecting p(0) and p(tf ), then there also exists such a path defined via
elementary thermalizations.

Second laws in the Markovian regime. Combining the results from Eq. (40) and Eq. (45), one can
establish equivalence between the existence of a Markovian thermal channel between two block-diagonal
quantum states described by probability distributions p and q, and the existence of a finite sequence of
elementary thermalizations between these two distributions:

p(0)
MTP7−→ p(tf ) ⇐⇒ p(tf ) = T if ,jf (λf ) . . . T i1,j1(λ1)p(0). (46)

Finally, in Ref. [H14], it was shown how, without loss of generality, one can restrict most of the above
elementary thermalizations to a finite class of full thermalizations with λ = 1. As a result, one ends up with
a finite number of conditions to be verified, so (D1) is satisfied. Moreover, whenever these are satisfied, one
also knows exactly how to construct an MTP from p(0) to p(tf ) using elementary thermalizations, so (D2)
is satisfied. To state these conditions, one needs to introduce the following two notions. First, a γ-ordering
π(p) of a given vector p is the reordering of {1, . . . , d} that sorts pi/γi in a non-increasing order. Second, a
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Figure 7: States achievable via MTP for d = 3. (a) Simplex representing the state space of all 3-
dimensional probability distributions with regions of fixed γ-orderings indicated by {·, ·, ·}. The optimal
paths connecting a state p(0) with γ-ordering {3, 2, 1} to states f1, f2 of γ-ordering {1, 2, 3} are realized
by elementary thermalizations T i,j (indicated by red and blue arrows). The set of states with γ-ordering
{1, 2, 3} achievable from p(0) by Markovian thermal processes is finally obtained as the union of the set
of q thermomajorized by f1 and the set of q thermomajorized by f2. Here the thermal state was chosen
to be γ = [1/3, 1/3, 1/3], which corresponds to the infinite temperature limit. (b) The grey area denotes
the set of achievable states from p under arbitrary Markovian thermal processes when the thermal state is
γ = [1/2, 1/3, 1/6]. The elementary thermalizations T i,j , which fully thermalize the pair of levels i and j and
whose action is indicated by red and blue arrows, play a central role in the sequence of required controls.

sequence of γ-ordering vectors {πk} is canonical when πk and πk+1 differ only by a transposition of adjacent
elements, and each γ-ordering appears at most once in the sequence. The central result of Ref. [H14] is then
as follows. Given p and q, enumerate all canonical sequences {πk}Nk=1 with π1 = π(p) and πN = π(q). For
each sequence, construct the state

f :=

N−1∏
k=1

T ik,jk(1)p, (47)

where T ik,jk(1) are full elementary thermalizations with λ = 1 and the levels ik, jk are the labels indicating

which of the elements of πk and πk+1 differ. Then p
MTP7−→ q if and only if for at least one f

f �γ q. (48)

In Fig. 7, it is illustrated how to verify the above complete second laws conditions for a simple example of
a system of dimension d = 3. Moreover, an explicit algorithm verifying the conditions for arbitrary d was
explained in detailed in Ref. [H14] and a corresponding Mathematica code was provided [63].

Optimizing thermalizations. Work [H15] employed the mathematical tools derived in Ref. [H14] to solve
optimization problems involving cooling, work extraction and catalysis, and to quantify the non-Markovianity
boosts to the performance of these thermodynamic protocols. It starts by analysing an experimentally
relevant setting of heat-bath algorithmic cooling (HBAC) protocols [64–68], whose aim is to achieve the
largest possible cooling of a target system by means of protocols involving two main steps. First, a unitary
interaction can be performed that involves the target system and some thermal ancilla qubits. Second, there
is an interaction between system+ancillas and a thermal environment. The two steps are repeated several
times. Experimental realizations have been demonstrated in the context of (liquid and solid) state NMR, ion
traps and quantum optical setups, among others [68]. In the well-known PPA protocol [69], the interaction
with the environment simply resets the ancilla qubits to a thermal state. For a long time, this was the best
known scheme. More recently, the state-reset-Γ (SRΓ) protocol [70] was introduced. This is based on the
Nuclear Overhauser Effect, and performs a reset of the submanifold {|00 . . . 0〉, |11 . . . 1〉} of the energy levels
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Figure 8: (a) ε-deterministic work extraction from a two-level system. Minimal error ε as a function
of the work W extracted from a two-level system with energy splitting ∆ prepared in a thermal state at
temperature 1/βS smaller than the environmental temperature 1/βE . System-environment interactions are
modelled by TP or MTP. Parameters: βS∆ = 2 and βE∆ = 1. (b) Optimal cooling of a four-level
system. Optimal change of the ground state population δpopt

0 for a four-level quantum system initially at
equilibrium with inverse temperature β in one round of algorithmic cooling consisting of a unitary inversion
of the populations, followed by the optimal TP or MTP. The system has equidistant energy spectrum with
smallest energy difference ∆.

of system+ancillas, hence involving collective interactions which lead to better cooling. Note that in both
protocols the interaction with the environment is described by an MTP. One could then ask: is the SRΓ
optimal, or could even better cooling be achieved with similar level of control by tweaking the thermalization
dynamics? In Ref. [H15], I show that the framework developed in Ref. [H14] algorithmically returns the
SRΓ protocol as the best available algorithmic cooling protocol on a qubit target system and a qubit thermal
ancilla, where the optimization is carried out over all MTPs. This is not only a previously unknown optimality
result, but it also showcases how one can move from guesswork to optimization in devising cooling protocols.

Next, the fundamental protocol of work extraction is investigated in Ref. [H15]. Work in quantum
thermodynamics is often treated as a random variable, but for microscopic systems its average can be of
the same order of magnitude as its fluctuations [46]. Hence, much attention has been given to taming such
fluctuations [17, 46, 71, 72]. Single-shot work extraction protocols guarantee to extract an amount of work
W up to a failure probability ε. More precisely, given an out of equilibrium system S and access to a thermal
environment E at inverse temperature β, the task is to deterministically excite a battery system B, initially
prepared in an energy eigenstate E0, over an energy gap W . When the probability that B has energy E0 +W
is at least 1 − ε, one extracts ε-deterministic work W [17]. The optimal extraction error under Thermal
Processes (TP), i.e. all processes satisfying (P1)-(P2) but not necessarily memoryless, can be computed via
the thermomajorization condition of Ref. [17]. However, when one is limited to MTPs, the optimal error
εMTP(W ) can be computed with the algorithm of Ref. [H14]. It is observed that memory effects dramatically
decrease the minimal error for given W (see Fig. 8a). Note that εMTP(W ) remains very high even in the
W → 0 limit, showing that converting a non-equilibrium resource into deterministic work either requires
control over the energy spectrum (as in Ref. [46, 60]), or otherwise relies on environmental memory effects.
In a similar manner, one can provide model-independent evidence of the role played by system-environment
correlations in boosting cooling processes. Consider a system initially at equilibrium with the environment
at inverse temperature β, and the task of cooling it down by maximising its ground state occupation through
a round of algorithmic cooling protocol. The first step of the protocol is to unitarily invert the occupations
(while thermal occupations are monotonically decreasing with growing energy, the inverted occupations are
monotonically increasing); and the second step is to optimally interact it with the bath to maximise the
occupation of the ground state. Now, the interactions may be optimised over all TPs or all MTPs, and the
difference in performance quantifies the boost to cooling due to memory effects. This is illustrated in Fig. 8b
for a four-level system with an equidistant spectrum.

What is more, one is not only limited to investigations of the difference in performance of thermodynamic
protocols with and without memory, but one ca also interpolate between these two extremes. This question
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relates to the well-known topic of catalysis in thermodynamics [73–75]. Catalysis is the phenomenon by
which a certain transformation p 7→ q is only possible when aided by an auxiliary system c (the catalyst,
playing the role of a memory), which is given back unchanged and uncorrelated at the end: p⊗ c 7→ q ⊗ c.
To illustrate this, consider a two-level system initially at temperature two times higher than that of the bath.
Under MTPs and with no catalyst, the system can be cooled at most to the temperature of the bath [76, 77].
The algorithm of Ref. [H14] shows that a qubit thermal catalyst already allows one to cool the original system
below the bath’s temperature, highlighting how catalysis is useful not only in the abstract resource theory
setting [73–75], but also in the context of Markovian master equations describing standard thermalization
models. What is more, differently from previous approaches, the algorithm returns an explicit set of controls
implementing the protocol. This tackles one of the main challenges that insofar prevented the general results
on catalysis to impact practical protocols.

A complete set of entropy production relations. Finally, the results obtained in Refs. [H14, H15] also
allow one to greatly strengthen the standard positive entropy production inequality,

dΣ(t)

dt
=
dS(t)

dt
− βJ(t) ≥ 0, (49)

where S(t) := −Tr (ρ(t) log ρ(t)) is the von Neumann entropy, J := Tr (Hdρ(t)/dt) is the heat current flowing
to the system, and ρ(t) is the state of the system interacting with a heat bath in a memoryless way. Specifically,
it was shown that for any well-behaved convex function h : R→ R, the h-divergence defined by

Σh(t) = −
d∑
i=1

γih

(
pi(t)

γi

)
, (50)

must be monotonically non-decreasing, dΣh(t)/dt ≥ 0. For each choice of h, the above qualifies as a valid
generalized entropy production (GEP) inequality. Choosing h(x) = x log(x), one obtains: dΣd(t)/dt =
dSd(t)/dt − βJ(t) ≥ 0, where Sd(t) = −∑i pi(t) log pi(t) is often referred to as the diagonal entropy [78].
This recovers a result recently appearing in Ref. [79], and can be used to derive the standard entropy
production inequality in Eq. (49). Hence, the GEP framework implies the usual entropy production relation.
Choosing h(x) = sgn(α)xα/(α − 1) for α ∈ R, one obtains dΣα(t)/dt ≥ 0, where Σα(t) = −Sα(p(t)‖γ)
is the relative Rényi entropy. This recovers the “second laws” of Ref. [73] in a more stringent form. In
contrast to the end-point conditions of Ref. [73], constraints obtained here prescribe that all the Σα must be
constantly non-decreasing along the dynamical trajectory p(t). When γ is a uniform distribution (infinite
temperature limit) the above conditions reduce to the non-decreasing of all Rényi entropies [80]. Another
relevant class of GEP inequalities can be found taking hq(x) = sgn(q)(1− xq)/(1− q), giving dΣTq (t)/dt ≥ 0,

with ΣTq (t) = −STq (p(t)‖γ) and STq (p‖γ) := sgn(q)(
∑
i p
q
i γ

1−q
i −1)/(q−1) being the Tsallis relative entropy.

The Tsallis entropies, well-known in non-extensive statistical mechanics and information theory [81–83], are
recovered in the infinite temperature limit. This extends to arbitrary temperatures the results of Ref. [84].
Taking h(x) = − log x we get −dV(t)/dt ≥ 0, with V(t) = −S(γ‖p(t)) the ‘vacancy’, found in Ref. [85] to be
the central constraint at very low temperatures.

The obtained GEP inequalities encompass a wealth of disparate results as part of a unified framework.
At the same time, a natural question arises: is there a family of entropic conditions that implies all others?
The affirmative answer was found in Ref. [H14] and it can be interpreted as a sort of exhaustive H-theorem.
Namely, all GEP inequalities are implied by the non-decreasing of

Σa(t) := −
d∑
i=1

∣∣∣∣pi(t)− a γiγd
∣∣∣∣ , a ∈ [0, 1]. (51)

What is more, if there exists a trajectory connecting p(0) and p(tf ) along which all Σa do not decrease, then
there exists an MTP transforming p(0) into p(tf ). Not only Σa are a complete set of GEP, but they even
guarantee the existence of a physical realization. In contrast, to satisfy the standard entropy production
relation along a trajectory does not ensure the existence of a physical process.
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4.4.2 Quantum advantage for memoryless processes

Quantum embeddable stochastic evolutions. While works [H14, H15] were devoted to studying the
effect of memory constraints in a thermodynamic setting, in Ref. [H9] I focused on the memory constraints
themselves (i.e., on evolutions described by Eq. (33), but not necessarily satisfying properties (P1)-(P2)). In
particular, I compared the power of classical and quantum memoryless processes, and showed that the latter
ones can simulate classical processes that necessarily require memory. Thus, I discovered a novel quantum
advantage, where memory-constrained quantum dynamics is more powerful than its classical counterpart.

Recall that, in a classical setting, a state of a d-dimensional system is described by a probability distri-
bution p over states {1, . . . , d}. A stochastic matrix or process P is a matrix Pij of transition probabilities,

Pij ≥ 0,
∑
i

Pij = 1, (52)

which describes the evolution of the system from one state p to another Pp. Classically, matrices P that can
be achieved without employing memory are known as embeddable, i.e., a stochastic matrix P is embeddable
if it can be generated by a continuous Markov process [86]. This notion can be understood as a control
problem involving a master equation. Namely, introducing a rate matrix or generator L as a matrix with
finite entries satisfying

Lij ≥ 0 for i 6= j,
∑
i

Lij = 0, (53)

a continuous one-parameter family L(t) of rate matrices generates a family of stochastic processes P (t)
satisfying

d

dt
P (t) = L(t)P (t), P (0) = 1. (54)

The aim of the control L(t) is to realize a target stochastic process P at some final time tf as P = P (tf ), and
if this is possible for some choice of L(t), then P is embeddable. The question of which stochastic matrices
P are embeddable is a challenging open problem that has been extensively investigated for decades [86–91].
The full characterization does not go beyond 2× 2 and 3× 3 stochastic matrices, however various necessary
conditions have been found. In particular, in Ref. [90] it was proven that every embeddable stochastic matrix
P satisfies the following inequalities: ∏

i

Pii ≥ detP ≥ 0. (55)

The condition detP ≥ 0 is, in fact, also known to be sufficient in dimension d = 2 [88], and a time-independent
rate matrix L can then be found.

In a quantum setting, a state of a d-dimensional quantum system is given by a d × d density matrix ρ,
while a general evolution is described by a quantum channel E . Now, focussing on the computational basis
{|k〉}dk=1, suppose we input the quantum state ρp =

∑
k pk |k〉〈k|, apply the channel E and measure the

resulting state E(ρp) in the computational basis. The measurement outcomes will be distributed according
to Pp, where

Pij = 〈i| E (|j〉〈j|) |i〉 . (56)

In this way, the preparation of ρp, followed by a channel E and the computational basis measurement,
simulates the action of a stochastic process P on the classical state p. In Ref. [H9] a stochastic matrix P
was defined as quantum-embeddable if it could be simulated by a quantum process as in Eq. (56) with E a
Markovian quantum channel [92], i.e. a channel that can result from a Markovian master equation given by
Eq. (33).

Advantages in simulations. It is relatively straightforward to show that all classically-embeddable
stochastic processes are also quantum-embeddable. However, the converse is not true. As shown in Ref. [H9],
there exist many stochastic matrices P that can be generated by a quantum, but not a classical Markov
process. The simplest example is given by a non-trivial permutation Π, satisfying

det Π = ±1,
∏
i

Πii = 0. (57)
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Clearly, Eq. (55) is violated and hence Π is not embeddable. However, noting that every unitary channel
U(·)U† is Markovian, and that a permutation matrix Π is unitary, one concludes that every permutation
Π is quantum-embeddable. This conclusion also proves that neither of the two conditions in Eq. (55) are
necessary for quantum-embeddability. More generally, a larger class of stochastic matrices that are quantum-
embeddable is given by the set of unistochastic matrices defined by [93, 94]

Pij = | 〈j|U |i〉 |2 (58)

for some unitary matrix U . The set of unistochastic matrices includes permutations, but also other (classi-
cally) non-embeddable stochastic matrices. As an example one can consider any 2 × 2 bistochastic matrix,
since in dimension d = 2 every bistochastic matrix is unistochastic and so it is quantum-embeddable. In
fact, in Ref. [H9], this result was strengthened, as it was proven there that all 2 × 2 stochastic matrices are
quantum-embeddable. Moreover, one can generate larger families of quantum embeddable stochastic matrices
by employing the result of Ref. [H9] stating that quantum-embeddable stochastic matrices are closed under
composition, i.e., if P and Q are quantum-embeddable, then also PQ is. Thus, for general dimension d, one
can compose, e.g., classically embeddable matrices with unistochastic ones. Moreover, by composing 2 × 2
stochastic matrices acting on different two-dimensional subspace, one obtains that all products of pinching
matrices [95] (also known as factorisable matrices [H11]) are quantum-embeddable. In conclusion, quantum
embeddings allow one to achieve many stochastic processes that necessarily require memory from a classical
standpoint. As a particular example, consider 3× 3 circulant stochastic matrices, defined by

P =

1− a− b a b
b 1− a− b a
a b 1− a− b

 . (59)

For such matrices, the necessary and sufficient conditions for classical embeddability were found in Ref. [96],
and their set is illustrated by an orange region in Fig. 9a. On the other hand, as shown in Ref. [H9], quantum
embeddable circulant stochastic matrices include not only classically embeddable matrices, but also their
compositions with any unistochastic matrix. As a result, the quantum set is a larger blue region in Fig. 9a.

Advantages in space-time cost. The next step in Ref. [H9] was to go beyond the simple distinction
between stochastic processes that can or cannot be simulated without memory, and take a more quantitative
approach. To this end, the recent formalism of Ref. [97] was employed, which allows one to quantify the
classical space-time cost of a given stochastic process, i.e., the minimal amount of memory and time-steps
needed to classically implement a given process. More formally, let P be a non-embeddable stochastic matrix
acting on d so-called visible states. One may then ask: how many additional memory states m are needed,
in order to implement P by a classical Markov process? One thus looks for an embeddable stochastic matrix
Q acting on d + m states whose restriction to the first d rows and columns is identical to P . When this
happens, Q is said to implement P with m memory states. Following Ref. [97], one defines the space cost of
a d×d stochastic matrix P , denoted Cspace(P ), as the minimum m such that there exists a (d+m)× (d+m)
embeddable matrix Q implementing P . Once a matrix Q implementing P is found, the next question may
be: what is the number of time-steps required to realise Q? The notion of a time-step is meant to capture the
number of independent controls that are needed to achieve Q. Again, following Ref. [97], a stochastic matrix
T is called one-step if it is embeddable and the controls L(t) that generate T at time tf through Eq. (54)
can be chosen such that the set of non-zero transition probabilities of P (t) is the same for all t ∈ (0, tf ). The
time cost Ctime(P,m) of a d × d stochastic matrix P , while allowing for m memory states, is then defined
as the minimum number τ of one-step stochastic matrices T (i) of dimension (d + m) × (d + m) such that
Q = T (τ) · · ·T (1) implements P . Classical notions of space and time cost were extended in Ref. [H9] in
a natural way to the quantum domain, i.e., a quantum space cost, Qspace(P ), and a quantum time cost,
Qtime(P,m), were introduced.

The central question in the classical setting is to find Cspace(P ) and then characterise Ctime(P,m) for
m ≥ Cspace(P ). The main result of Ref. [97] was to solve this problem for stochastic matrices Pf that are
{0, 1}-valued or, in other words, represent a function f over the set of states {1, . . . , d}. More precisely, it
was shown that the time cost of Pf is given by

Ctime(Pf ,m) =

⌈
m+ d+ max[c(f)−m, 0]− fix(f)

m+ d− |img(f)|

⌉
+ bf (m) ≥

⌈
m+ d− fix(f)

m+ d− |img(f)|

⌉
,
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Figure 9: (a) Embeddability of 3 × 3 circulant matrices. The vertices of the triangle correspond to
deterministic processes (S: stay, C: move clockwise, A: move anti-clockwise) for a random walker moving
between three states. Points inside the triangle correspond to probabilistic mixtures (convex combinations)
of these three deterministic processes, e.g., the centre of the triangle corresponds to the maximally mix-
ing dynamics (with S, C and A each happening with probability 1/3). The orange petal-shaped region
contains all stochastic processes that can arise from time-continuous memoryless classical dynamics. For
time-continuous memoryless quantum dynamics this set is enlarged by the remaining shaded region in blue.
(b) Classical versus quantum space-time trade-off. The optimal trade-off between space cost and
time cost of implementing stochastic matrices for a system of s = 32 bits, i.e., with dimension d = 232

(plotted in log-log scale). Solid coloured curves correspond to optimal trade-offs for classically implementing
exemplary {0, 1}-valued stochastic matrices described by functions f1(i) = i⊕ 1 (addition modulo d) and
f2(i) = min{i+ 2s/2, 2s − 1}, as analysed in Ref. [97]. Dashed black curve corresponds to optimal trade-offs
for quantumly implementing any {0, 1}-valued stochastic matrix, thus illustrating a quantum advantage.

where fix(f) is the number of fixed points of f , |img(f)| is the dimension of the image of f , c(f) is the number
of cycles of f , and bf (m) = 0 or 1. For the state space given by all bit strings of length s (so d = 2s), the
above shows that if |img(f)| is O(d), then Pf is expensive to simulate by memoryless dynamics unless the
number of fixed points is also O(d). Since for a typical f one has |img(f)| = O(d) and fix(f) = O(1), one
concludes that typically Ctime(Pf ,m) = O(2s/m), i.e., an exponential number of memory states are required
to have an efficient simulation in the number of time-steps. Conversely, one needs an exponential number of
time-steps to have an efficient simulation for a fixed number of memory states. Analogous question concerning
the space-time trade-off was asked and answered in Ref. [H9] for the quantum domain. Surprisingly, it was
proven that for any m ≥ 0 and any function f , one has

Qtime(Pf ,m) ≤ 2. (60)

Hence, one can achieve every function quantumly using zero memory states and only two time-steps, compared
to the typical classical cost Ctime(Pf1

,m) ≥ d/m. This result, illustrated in Fig. 9b, is quantitative evidence
of the power of superposition to act as effective memory.

Advantages in control. Finally, in Ref. [H9], I also demonstrated that the set of classical states accessible
via Markovian master equations with quantum controls is larger than the set of those accessible with classical
controls, leading, e.g., to a potential advantage in cooling protocols. More precisely, I proved that quantum
memoryless dynamics with a given fixed point (e.g., a thermal Gibbs state), as compared to classical mem-
oryless dynamics with the same fixed point, allow one to access a larger set of final states from any initial
state. This is most evident in the case of maximally mixed fixed points, since every transformation that is
classically possible with arbitrary amounts of memory can be realised in a memoryless fashion in the quantum
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Figure 10: (a) Quantum advantage for a uniform fixed point and d = 3. The sets of states accessible
via classical (smaller orange shape) and quantum (larger blue hexagon) memoryless dynamics with a uniform
fixed point for a system of dimension d = 3 and an exemplary initial state p (each point inside a triangle
corresponds to a probabilistic mixture of sharp distributions). The blue region coincides with the set of states
achievable classically via processes employing with a uniform fixed point and employing arbitrary amounts
of memory. (b) Markovian cooling of a qubit. Classical memoryless processes can only cool the initial
state ρ of a two-dimensional system to the thermal state γ at the environmental temperature (path along
the solid line arrow). Quantum memoryless dynamics with fixed point γ allows one to cool the system below
that, all the way to the state ρ′ with the lowest temperature achievable by classical processes with memory
(path along the dotted line arrow).

domain (see Fig. 10a). For general fixed points, an analogous result was proven for systems of dimension
d = 2, and it was argued that the set of accessible states is strictly larger in the quantum regime than in the
classical one for all d. Since it is known that memory effects enhance cooling [76, 98], a direct consequence
of the results presented in Ref. [H9] is that quantumly it is possible to bring a two-dimensional system below
the environmental temperature without employing memory effects, something that is impossible classically
(see Fig. 10b).

4.5 Results on symmetry constraints

4.5.1 Optimal processes under time-translation and rotational symmetries

Time-translation covariant dynamics. In Ref. [H2], I focused on symmetry under time translations, a
property characterising dynamical evolutions whose action is insensitive to their particular timing. Such dy-
namics constrain possible transformations of coherence, which then becomes an essential resource in quantum
information processing [99, 100]. A central question is therefore: what is the minimal amount of decoherence
compatible with a given population dynamics (e.g., relaxation process)? The main technical contribution
of Ref. [H2] is the minimal decoherence theorem, which gives the optimal coherence evolution consistent
with a given population dynamics among all time-translation symmetric and Markovian processes. The
evolution of quantum states under such processes is described by a master equation from Eq. (33), with a
time-independent Lindbladian L (i.e., given by Eq. (35) with constant jump rates ri and jump operators Li)
satisfying the covariance property from Eq. (37). Note that this property is equivalent to stating that the
channel Et describing the evolution,

Et(ρ) := e(−iH+L)t(ρ), (61)

is time-translation covariant:
Et
(
e−iHt

′
(ρ)
)

= e−iHt
′
(Et(ρ)) , (62)

where e−iHt(ρ) = e−iHtρeiHt. As a result of time-translation covariance, the evolution of populations (diag-
onal terms |x〉〈x| of a density matrix ρ) decouples from the evolution of coherences (off-diagonal terms |x〉〈y|
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of ρ), and the latter one can also be divided into independently evolving modes [101]. Introducing the vector
of populations p with components defined by px := ρxx, the evolution of p(t) is then fully described by the
population transfer rate matrix L,

dp

dt
= Lp, (63)

where the matrix elements of L are given by

Lx′|x = 〈x′| L(|x〉〈x|) |x′〉 . (64)

The significance of the symmetry captured by Eq. (62) may initially seem unclear since, despite its
broad applicability, it is often referred to differently in different fields, and it is sometimes hidden within
various physical approximations. Within quantum optics, time-translation symmetry is a consequence of
the rotating-wave approximation (RWA). This corresponds to manipulating the interaction Hamiltonian by
discarding the so-called counter-rotating terms, which are those which rotate with higher frequency in the
interaction picture. A typical example is the Jaynes-Cummings Hamiltonian, which in the simplest case
reads HJC ∝ (σ+ + σ−)⊗ (a+ a†), with σ± denoting qubit raising/lowering operators and a, a† being bosonic
annihilation and creation operators. In this case the approximation discards the terms σ− ⊗ a and σ+ ⊗ a†,
which leads to a master equation satisfying Eq. (62). More generally, within the theory of open quantum
systems, Eq. (62) is called the secular approximation, and it coincides with discarding terms in the Lindbladian
that would prevent the commutation relation specified by Eq. (37) from being satisfied. It is in fact a “safer”
way of implementing the RWA [102] and is broadly used in applications [21]. In quantum metrology, for
the task of estimating the phase φ of a unitary Uφ generated by the Hamiltonian H, Uφ = e−iHφ, Eq. (62)
identifies the set of quantum channels that degrade any metrological resource ρ [100]. Furthermore, in
quantum information, Eq. (62) coincides with the set of channels that can be performed in the absence of a
reference frame for time, or in the presence of a superselection rule for particle number [25]. A dual perspective
comes from the theory of U(1)-asymmetry, which is a resource theory where Eq. (62) defines the set of free
operations [24]. This is in fact a resource theory of quantum coherence in the basis defined by H [100].
Finally, time-translation covariance can also be linked to a global conservation law on energy [24, 103] and
it is one of the defining properties of thermal operations [29].

Minimal decoherence theorem. The central result of Ref. [H2] provides a bound on the optimal amount
of coherence that can be preserved in a state at time t, in terms of the entries of the population transfer rate
matrix L. For notational convenience the matrix elements of a density matrix ρ in the energy eigenbasis will
be parametrized in the following way: ρxy = |ρxy|ϑxy, where ϑxy is a phase factor, |ϑxy| = 1. One also needs

to define damping rates γx′y′ := (|Lx′|x′ |+ |Ly′|y′ |)/2, transport rates t
x′|x
y′|y :=

√
Lx′|xLy′|y and introduce the

symbol
∑(ω)
x,y to indicate the sum over indices of a mode ω, i.e., x, y with a fixed energy difference Ex−Ey = ω.

Also, let ρ̃x′y′(t) be the solution of

dρ̃x′y′

dt
= −γx′y′ ρ̃x′y′ +

(ωx′y′ )∑
x6=x′
y 6=y′

t
x′|x
y′|y ρ̃xy, (65)

with ρ̃x′y′(0) = |ρx′y′(0)|. Then, if the time evolution of ρ is time-translation covariant and Markovian with
population transfer rate matrix L, one has

|ρx′y′(t)| ≤ ρ̃x′y′(t), (66)

for all t ≥ 0. Moreover, the bound can be saturated for all elements of a mode ω if for every x′, y′, x, y with
Ex′ − Ey′ = Ex − Ey = ω one has

ϑx′y′(0)ϑ∗xy(0) = ϑx′x(0)ϑ∗y′y(0). (67)

Eq. (67) will be referred to as the Markovian phase-matching condition for the initial state. It is important to
point out that pure states, and also mixed states for which amplitudes share a common phase (i.e., ϑxy = ϑ
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for all x and y), satisfy this condition for all modes. Moreover, the Markovian phase-matching condition is
also satisfied independently of the initial state for modes consisting of a single element or two overlapping
elements, i.e., ρxy and ρx′y′ with x = y′. Finally, it is crucial to note that the evolution of |ρxy| only depends
on elements |ρx′y′ | with Ex′ − Ey′ = Ex − Ey, which reflects the mode structure of the time-translation
symmetric Lindbladian. Physically, the above result demonstrates a combination of decay and transport
phenomena, corresponding to each of the two terms in Eq. (65) that contribute to the evolution of ρx′y′ . The
first is a decay term, proportional to the amount of coherence ρx′y′ itself. If only this term were present then
one would obtain a familiar exponential damping of coherence (with rate γx′y′), due to the presence of the
dissipative environment. The extra contributions to the evolution of ρx′y′ are transport terms. Only coherence
elements ρxy that rotate with the same frequency as ρx′y′ (i.e., belong to the same mode of coherence) can
contribute, as indicated by the restricted summation. This “selection rule” is imposed by the underlying time-
translation symmetry. The transport terms themselves have a suggestive physical interpretation. Namely,
Lx′|x is the transfer rate of the classical process that maps the energy state x into x′, so Lx′|xpx(t)dt gives
the population flow from x to x′ between times t and t + dt. The transfer of coherence from ρxy to ρx′y′

involves a superposition of two classical processes: the mapping of x into x′ and of y into y′. The optimal
transport of coherence from ρxy to ρx′y′ is characterised by the geometric mean of the transition rates of
these two classical processes, i.e.,

√
Lx′|xLy′|yρxy(t)dt.

Applications of minimal decoherence theorem. It is well known that a general solution of a time-
translation covariant Markovian evolution of a two-level system yields [21]

p(t) = π + (p(0)− π)e−t/T1 , |c(t)| = e−t/T2 |c(0)|, (68)

where p(t) is the occupation of the ground state, c(t) is the coherence between ground and excited state, π is
the stationary ground state population, T1 is the relaxation time, and T2 is the decoherence time. Moreover,
it is known that the population relaxation process (described by T1) and the decoherence process (described
by T2) are not independent and must satisfy T2 ≤ 2T1. This constraint, together with Eq. (68), links possible
evolution of coherence with the evolution of population (see Fig. 11a). Using the minimal decoherence
theorem, this result was generalised in Ref. [H2] to d-dimensional quantum systems with non-degenerate
Bohr spectrum, i.e., described by Hamiltonians for which all energy differences between any two levels are
distinct. For such systems, the evolution of off-diagonal elements is given by

|ρxy(t)| = |ρxy(0)|e−t/Txy2 , (69)

with T xy2 denoting the decoherence time between energy levels x and y. Also, assuming that the population
dynamics has a unique stationary distribution π (a situation sometimes referred to as ergodic dynamics [58]),
the evolution of diagonal elements is given by

p(t) = π +

d−1∑
x=1

bxe
−t/Tx1 ei Im(λx)tvx, (70)

with T x1 being the generalised relaxation times, vx denoting the eigenvectors of L, λx its eigenvalues and bx
being constants determined by the initial conditions. Then, the following result obtained in Ref. [H2] gives
a direct relation between the decoherence times T xy2 and the relaxation times T x1 :

〈T2〉h ≤
d

d− 1
〈T1〉h, (71)

where 〈·〉h denotes the harmonic mean over all decoherence times T xy2 and all relaxation times T x1 . Moreover,
for general systems (not necessarily with non-degenerate Bohr spectrum), it was proven that if the population
dynamics has a unique stationary distribution π with πx 6= 0, then all coherence term vanish as t→∞. This
is a very strong evidence that the phenomenon of frozen coherence [104, 105] requires non-Markovian effects.
Finally, Ref. [H2] introduced and analysed the concept of coherence-based witnessing of non-Markovianity.
Assume that one knowns the initial preparation ρ(0), the final state ρ(t) at a unique time t > 0, and the
fixed point of the evolution ρ(∞). As discussed in Ref. [H2], sometimes this knowledge is enough to deduce
whether the evolution of the system is non-Markovian. This is because if the evolution was Markovian,
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Figure 11: (a) Relaxation and decoherence times. The evolution of the initial qubit state ρ(0) to-
wards the stationary state ρ(∞) presented on the Bloch sphere. During the evolution the difference between
the current population and the stationary population, ∆p(t) = |p(t) − π|, must decrease. Due to a con-
straint linking relaxation and decoherence processes, at any time the ratio between the current and initial
coherence, |c(t)|/|c(0)|, is bounded by

√
∆p(t)/∆p(0). (b) Qubit covariant dynamics: Markovian vs

non-Markovian. The dashed lines show the maximum coherence preservation possible with Markovian
covariant dynamics with a given fixed point ρ(∞); the solid lines show the maximum coherence preservation
possible for general thermal operations with a thermal state given by ρ(∞). Left: initial state with p(0) = 1/6
and c(0) =

√
5/6, and ρ(∞) such that π = (1/2, 1/2). Right: initial state with p(0) = 1/4 and c(0) = 1/4,

and ρ(∞) such that π = (3/4, 1/4).

the minimal decoherence theorem would hold, bounding the allowed state of the system at time t. This is
illustrated in Fig. 11b, where if the observed final state ρ(t) lies outside the dashed region, one can infer that
the dynamics was non-Markovian.

Symmetry principles versus conservation laws. Noether’s theorem states that for every continuous
symmetry of a closed unitary dynamics there is an associated conserved charge [23, 106, 107]. However, the
most general kind of evolution of a quantum state, for relativistic or non-relativistic quantum theory, is not
unitary dynamics but instead a quantum channel. This broader formalism includes both unitary evolution
and open system dynamics, but also allows more general quantum operations such as state preparation
or discarding of subsystems. It is therefore natural to ask about the status of Noether’s principle for those
quantum channels that obey a symmetry principle, and thus, in Ref. [H8], I investigated the maximal possible
disconnects between symmetry principles and conservation laws. More precisely, I studied quantum channels
E between systems A and B, constrained to respect a symmetry described by a Lie group G, i.e.,

E(UA(g)ρAU
†
A(g)) = UB(g)E(ρA)U†B(g) (72)

for all g ∈ G, where U(g) denotes a unitary representation of the group G on the appropriate quantum system.
The main focus was on U(1) and SU(2) symmetries related to energy and angular momentum conservation
laws. The first goal was to derive general bounds on possible deviations from conservation laws for symmetric
dynamics. These describe the trade-off between allowed deviations and the departure from closed unitary
dynamics as schematically portrayed in Fig. 12a. In order to quantify how close a channel E is to a unitary
dynamics, the notion of unitarity was employed, first introduced in Ref. [108]. It is defined as the average
output purity over all pure states with the identity component subtracted, i.e.,

u(E) :=
dA

dA − 1

∫
Tr

(
E
(
ψ − 1A

dA

)2
)
dψ, (73)

and satisfies u(E) ≤ 1 with equality if and only if E is a unitary channel. In order to quantify the deviations
from conservation laws, the notion of average total deviation ∆(E) from a conservation law was introduced in
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Spin - jA system
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P(⇢)
<latexit sha1_base64="4LJU7R430ybhECD8nuzb/oAn93Y=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMCLosunFZwT6gU0omzbShmWRIMoUy9E/cuFDErX/izr8x085CWw8EDufcyz05YcKZNp737ZQ2Nre2d8q7lb39g8Mj9/ikrWWqCG0RyaXqhlhTzgRtGWY47SaK4jjktBNO7nO/M6VKMymezCyh/RiPBIsYwcZKA9cNYmzGYZQ157VAjeXlwK16dW8BtE78glShQHPgfgVDSdKYCkM41rrne4npZ1gZRjidV4JU0wSTCR7RnqUCx1T3s0XyObqwyhBFUtknDFqovzcyHGs9i0M7mefUq14u/uf1UhPd9jMmktRQQZaHopQjI1FeAxoyRYnhM0swUcxmRWSMFSbGllWxJfirX14n7au679X9x+tq466oowxncA418OEGGvAATWgBgSk8wyu8OZnz4rw7H8vRklPsnMIfOJ8/LJuTVw==</latexit><latexit sha1_base64="4LJU7R430ybhECD8nuzb/oAn93Y=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMCLosunFZwT6gU0omzbShmWRIMoUy9E/cuFDErX/izr8x085CWw8EDufcyz05YcKZNp737ZQ2Nre2d8q7lb39g8Mj9/ikrWWqCG0RyaXqhlhTzgRtGWY47SaK4jjktBNO7nO/M6VKMymezCyh/RiPBIsYwcZKA9cNYmzGYZQ157VAjeXlwK16dW8BtE78glShQHPgfgVDSdKYCkM41rrne4npZ1gZRjidV4JU0wSTCR7RnqUCx1T3s0XyObqwyhBFUtknDFqovzcyHGs9i0M7mefUq14u/uf1UhPd9jMmktRQQZaHopQjI1FeAxoyRYnhM0swUcxmRWSMFSbGllWxJfirX14n7au679X9x+tq466oowxncA418OEGGvAATWgBgSk8wyu8OZnz4rw7H8vRklPsnMIfOJ8/LJuTVw==</latexit><latexit sha1_base64="4LJU7R430ybhECD8nuzb/oAn93Y=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMCLosunFZwT6gU0omzbShmWRIMoUy9E/cuFDErX/izr8x085CWw8EDufcyz05YcKZNp737ZQ2Nre2d8q7lb39g8Mj9/ikrWWqCG0RyaXqhlhTzgRtGWY47SaK4jjktBNO7nO/M6VKMymezCyh/RiPBIsYwcZKA9cNYmzGYZQ157VAjeXlwK16dW8BtE78glShQHPgfgVDSdKYCkM41rrne4npZ1gZRjidV4JU0wSTCR7RnqUCx1T3s0XyObqwyhBFUtknDFqovzcyHGs9i0M7mefUq14u/uf1UhPd9jMmktRQQZaHopQjI1FeAxoyRYnhM0swUcxmRWSMFSbGllWxJfirX14n7au679X9x+tq466oowxncA418OEGGvAATWgBgSk8wyu8OZnz4rw7H8vRklPsnMIfOJ8/LJuTVw==</latexit><latexit sha1_base64="4LJU7R430ybhECD8nuzb/oAn93Y=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRahbsqMCLosunFZwT6gU0omzbShmWRIMoUy9E/cuFDErX/izr8x085CWw8EDufcyz05YcKZNp737ZQ2Nre2d8q7lb39g8Mj9/ikrWWqCG0RyaXqhlhTzgRtGWY47SaK4jjktBNO7nO/M6VKMymezCyh/RiPBIsYwcZKA9cNYmzGYZQ157VAjeXlwK16dW8BtE78glShQHPgfgVDSdKYCkM41rrne4npZ1gZRjidV4JU0wSTCR7RnqUCx1T3s0XyObqwyhBFUtknDFqovzcyHGs9i0M7mefUq14u/uf1UhPd9jMmktRQQZaHopQjI1FeAxoyRYnhM0swUcxmRWSMFSbGllWxJfirX14n7au679X9x+tq466oowxncA418OEGGvAATWgBgSk8wyu8OZnz4rw7H8vRklPsnMIfOJ8/LJuTVw==</latexit>

+P(⇢)
<latexit sha1_base64="5fk+SK8HzC7ifr0UFY1GfPlS9G0=">AAACA3icbVDLSsNAFJ34rPUVdaebYBEqQklE0GXRjcsK9gFNCJPppB06mRlmJkIJATf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z2RoERp1/22lpZXVtfWKxvVza3tnV17b7+jeCoRbiNOuexFUGFKGG5roinuCYlhElHcjcY3hd99wFIRzu71ROAggUNGYoKgNlJoH/pjKAQMs7PcT6AeRXHWyuu+HPHT0K65DXcKZ5F4JamBEq3Q/vIHHKUJZhpRqFTfc4UOMig1QRTnVT9VWEA0hkPcN5TBBKsgm/6QOydGGTgxl6aYdqbq74kMJkpNksh0Fneqea8Q//P6qY6vgowwkWrM0GxRnFJHc6cIxBkQiZGmE0MgksTc6qARlBBpE1vVhODNv7xIOucNz214dxe15nUZRwUcgWNQBx64BE1wC1qgDRB4BM/gFbxZT9aL9W59zFqXrHLmAPyB9fkD4VGXpg==</latexit><latexit sha1_base64="5fk+SK8HzC7ifr0UFY1GfPlS9G0=">AAACA3icbVDLSsNAFJ34rPUVdaebYBEqQklE0GXRjcsK9gFNCJPppB06mRlmJkIJATf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z2RoERp1/22lpZXVtfWKxvVza3tnV17b7+jeCoRbiNOuexFUGFKGG5roinuCYlhElHcjcY3hd99wFIRzu71ROAggUNGYoKgNlJoH/pjKAQMs7PcT6AeRXHWyuu+HPHT0K65DXcKZ5F4JamBEq3Q/vIHHKUJZhpRqFTfc4UOMig1QRTnVT9VWEA0hkPcN5TBBKsgm/6QOydGGTgxl6aYdqbq74kMJkpNksh0Fneqea8Q//P6qY6vgowwkWrM0GxRnFJHc6cIxBkQiZGmE0MgksTc6qARlBBpE1vVhODNv7xIOucNz214dxe15nUZRwUcgWNQBx64BE1wC1qgDRB4BM/gFbxZT9aL9W59zFqXrHLmAPyB9fkD4VGXpg==</latexit><latexit sha1_base64="5fk+SK8HzC7ifr0UFY1GfPlS9G0=">AAACA3icbVDLSsNAFJ34rPUVdaebYBEqQklE0GXRjcsK9gFNCJPppB06mRlmJkIJATf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z2RoERp1/22lpZXVtfWKxvVza3tnV17b7+jeCoRbiNOuexFUGFKGG5roinuCYlhElHcjcY3hd99wFIRzu71ROAggUNGYoKgNlJoH/pjKAQMs7PcT6AeRXHWyuu+HPHT0K65DXcKZ5F4JamBEq3Q/vIHHKUJZhpRqFTfc4UOMig1QRTnVT9VWEA0hkPcN5TBBKsgm/6QOydGGTgxl6aYdqbq74kMJkpNksh0Fneqea8Q//P6qY6vgowwkWrM0GxRnFJHc6cIxBkQiZGmE0MgksTc6qARlBBpE1vVhODNv7xIOucNz214dxe15nUZRwUcgWNQBx64BE1wC1qgDRB4BM/gFbxZT9aL9W59zFqXrHLmAPyB9fkD4VGXpg==</latexit><latexit sha1_base64="5fk+SK8HzC7ifr0UFY1GfPlS9G0=">AAACA3icbVDLSsNAFJ34rPUVdaebYBEqQklE0GXRjcsK9gFNCJPppB06mRlmJkIJATf+ihsXirj1J9z5N07aLLT1wIXDOfdy7z2RoERp1/22lpZXVtfWKxvVza3tnV17b7+jeCoRbiNOuexFUGFKGG5roinuCYlhElHcjcY3hd99wFIRzu71ROAggUNGYoKgNlJoH/pjKAQMs7PcT6AeRXHWyuu+HPHT0K65DXcKZ5F4JamBEq3Q/vIHHKUJZhpRqFTfc4UOMig1QRTnVT9VWEA0hkPcN5TBBKsgm/6QOydGGTgxl6aYdqbq74kMJkpNksh0Fneqea8Q//P6qY6vgowwkWrM0GxRnFJHc6cIxBkQiZGmE0MgksTc6qARlBBpE1vVhODNv7xIOucNz214dxe15nUZRwUcgWNQBx64BE1wC1qgDRB4BM/gFbxZT9aL9W59zFqXrHLmAPyB9fkD4VGXpg==</latexit>

�P(⇢)
<latexit sha1_base64="jJabl6nMfF0dQLQ0IPvRoQ0jTkY=">AAACA3icbVDLSsNAFJ34rPUVdaebYBHqwpKIoMuiG5cV7AOaECbTSTt0MjPMTIQSAm78FTcuFHHrT7jzb5y0WWjrgQuHc+7l3nsiQYnSrvttLS2vrK6tVzaqm1vbO7v23n5H8VQi3EacctmLoMKUMNzWRFPcExLDJKK4G41vCr/7gKUinN3ricBBAoeMxARBbaTQPvTHUAgYZme5n0A9iuKsldd9OeKnoV1zG+4UziLxSlIDJVqh/eUPOEoTzDSiUKm+5wodZFBqgijOq36qsIBoDIe4byiDCVZBNv0hd06MMnBiLk0x7UzV3xMZTJSaJJHpLO5U814h/uf1Ux1fBRlhItWYodmiOKWO5k4RiDMgEiNNJ4ZAJIm51UEjKCHSJraqCcGbf3mRdM4bntvw7i5qzesyjgo4AsegDjxwCZrgFrRAGyDwCJ7BK3iznqwX6936mLUuWeXMAfgD6/MH5HuXqA==</latexit><latexit sha1_base64="jJabl6nMfF0dQLQ0IPvRoQ0jTkY=">AAACA3icbVDLSsNAFJ34rPUVdaebYBHqwpKIoMuiG5cV7AOaECbTSTt0MjPMTIQSAm78FTcuFHHrT7jzb5y0WWjrgQuHc+7l3nsiQYnSrvttLS2vrK6tVzaqm1vbO7v23n5H8VQi3EacctmLoMKUMNzWRFPcExLDJKK4G41vCr/7gKUinN3ricBBAoeMxARBbaTQPvTHUAgYZme5n0A9iuKsldd9OeKnoV1zG+4UziLxSlIDJVqh/eUPOEoTzDSiUKm+5wodZFBqgijOq36qsIBoDIe4byiDCVZBNv0hd06MMnBiLk0x7UzV3xMZTJSaJJHpLO5U814h/uf1Ux1fBRlhItWYodmiOKWO5k4RiDMgEiNNJ4ZAJIm51UEjKCHSJraqCcGbf3mRdM4bntvw7i5qzesyjgo4AsegDjxwCZrgFrRAGyDwCJ7BK3iznqwX6936mLUuWeXMAfgD6/MH5HuXqA==</latexit><latexit sha1_base64="jJabl6nMfF0dQLQ0IPvRoQ0jTkY=">AAACA3icbVDLSsNAFJ34rPUVdaebYBHqwpKIoMuiG5cV7AOaECbTSTt0MjPMTIQSAm78FTcuFHHrT7jzb5y0WWjrgQuHc+7l3nsiQYnSrvttLS2vrK6tVzaqm1vbO7v23n5H8VQi3EacctmLoMKUMNzWRFPcExLDJKK4G41vCr/7gKUinN3ricBBAoeMxARBbaTQPvTHUAgYZme5n0A9iuKsldd9OeKnoV1zG+4UziLxSlIDJVqh/eUPOEoTzDSiUKm+5wodZFBqgijOq36qsIBoDIe4byiDCVZBNv0hd06MMnBiLk0x7UzV3xMZTJSaJJHpLO5U814h/uf1Ux1fBRlhItWYodmiOKWO5k4RiDMgEiNNJ4ZAJIm51UEjKCHSJraqCcGbf3mRdM4bntvw7i5qzesyjgo4AsegDjxwCZrgFrRAGyDwCJ7BK3iznqwX6936mLUuWeXMAfgD6/MH5HuXqA==</latexit><latexit sha1_base64="jJabl6nMfF0dQLQ0IPvRoQ0jTkY=">AAACA3icbVDLSsNAFJ34rPUVdaebYBHqwpKIoMuiG5cV7AOaECbTSTt0MjPMTIQSAm78FTcuFHHrT7jzb5y0WWjrgQuHc+7l3nsiQYnSrvttLS2vrK6tVzaqm1vbO7v23n5H8VQi3EacctmLoMKUMNzWRFPcExLDJKK4G41vCr/7gKUinN3ricBBAoeMxARBbaTQPvTHUAgYZme5n0A9iuKsldd9OeKnoV1zG+4UziLxSlIDJVqh/eUPOEoTzDSiUKm+5wodZFBqgijOq36qsIBoDIe4byiDCVZBNv0hd06MMnBiLk0x7UzV3xMZTJSaJJHpLO5U814h/uf1Ux1fBRlhItWYodmiOKWO5k4RiDMgEiNNJ4ZAJIm51UEjKCHSJraqCcGbf3mRdM4bntvw7i5qzesyjgo4AsegDjxwCZrgFrRAGyDwCJ7BK3iznqwX6936mLUuWeXMAfgD6/MH5HuXqA==</latexit>

+  jB + 1

jA + 1
<latexit sha1_base64="jYwvqQTWX3mMG+sBcHYtsfJ8QOc=">AAACEHicbZDLSgMxFIYz9VbrbdSlm2ARhUKZiKDLWjcuK9gLdMqQSTNtbGYmJhmhDPMIbnwVNy4UcevSnW9j2s5CW38IfPznHE7O7wvOlHacb6uwtLyyulZcL21sbm3v2Lt7LRUnktAmiXksOz5WlLOINjXTnHaEpDj0OW37o6tJvf1ApWJxdKvHgvZCPIhYwAjWxvLsY3eEhcBeWsmgy+k9dAOJSXrn1WEFoszAJawgmHl22ak6U8FFQDmUQa6GZ3+5/ZgkIY004VipLnKE7qVYakY4zUpuoqjAZIQHtGswwiFVvXR6UAaPjNOHQSzNizScur8nUhwqNQ590xliPVTztYn5X62b6OCil7JIJJpGZLYoSDjUMZykA/tMUqL52AAmkpm/QjLEJhFtMiyZEND8yYvQOq0ip4puzsq1eh5HERyAQ3ACEDgHNXANGqAJCHgEz+AVvFlP1ov1bn3MWgtWPrMP/sj6/AHmGZsv</latexit><latexit sha1_base64="jYwvqQTWX3mMG+sBcHYtsfJ8QOc=">AAACEHicbZDLSgMxFIYz9VbrbdSlm2ARhUKZiKDLWjcuK9gLdMqQSTNtbGYmJhmhDPMIbnwVNy4UcevSnW9j2s5CW38IfPznHE7O7wvOlHacb6uwtLyyulZcL21sbm3v2Lt7LRUnktAmiXksOz5WlLOINjXTnHaEpDj0OW37o6tJvf1ApWJxdKvHgvZCPIhYwAjWxvLsY3eEhcBeWsmgy+k9dAOJSXrn1WEFoszAJawgmHl22ak6U8FFQDmUQa6GZ3+5/ZgkIY004VipLnKE7qVYakY4zUpuoqjAZIQHtGswwiFVvXR6UAaPjNOHQSzNizScur8nUhwqNQ590xliPVTztYn5X62b6OCil7JIJJpGZLYoSDjUMZykA/tMUqL52AAmkpm/QjLEJhFtMiyZEND8yYvQOq0ip4puzsq1eh5HERyAQ3ACEDgHNXANGqAJCHgEz+AVvFlP1ov1bn3MWgtWPrMP/sj6/AHmGZsv</latexit><latexit sha1_base64="jYwvqQTWX3mMG+sBcHYtsfJ8QOc=">AAACEHicbZDLSgMxFIYz9VbrbdSlm2ARhUKZiKDLWjcuK9gLdMqQSTNtbGYmJhmhDPMIbnwVNy4UcevSnW9j2s5CW38IfPznHE7O7wvOlHacb6uwtLyyulZcL21sbm3v2Lt7LRUnktAmiXksOz5WlLOINjXTnHaEpDj0OW37o6tJvf1ApWJxdKvHgvZCPIhYwAjWxvLsY3eEhcBeWsmgy+k9dAOJSXrn1WEFoszAJawgmHl22ak6U8FFQDmUQa6GZ3+5/ZgkIY004VipLnKE7qVYakY4zUpuoqjAZIQHtGswwiFVvXR6UAaPjNOHQSzNizScur8nUhwqNQ590xliPVTztYn5X62b6OCil7JIJJpGZLYoSDjUMZykA/tMUqL52AAmkpm/QjLEJhFtMiyZEND8yYvQOq0ip4puzsq1eh5HERyAQ3ACEDgHNXANGqAJCHgEz+AVvFlP1ov1bn3MWgtWPrMP/sj6/AHmGZsv</latexit><latexit sha1_base64="jYwvqQTWX3mMG+sBcHYtsfJ8QOc=">AAACEHicbZDLSgMxFIYz9VbrbdSlm2ARhUKZiKDLWjcuK9gLdMqQSTNtbGYmJhmhDPMIbnwVNy4UcevSnW9j2s5CW38IfPznHE7O7wvOlHacb6uwtLyyulZcL21sbm3v2Lt7LRUnktAmiXksOz5WlLOINjXTnHaEpDj0OW37o6tJvf1ApWJxdKvHgvZCPIhYwAjWxvLsY3eEhcBeWsmgy+k9dAOJSXrn1WEFoszAJawgmHl22ak6U8FFQDmUQa6GZ3+5/ZgkIY004VipLnKE7qVYakY4zUpuoqjAZIQHtGswwiFVvXR6UAaPjNOHQSzNizScur8nUhwqNQ590xliPVTztYn5X62b6OCil7JIJJpGZLYoSDjUMZykA/tMUqL52AAmkpm/QjLEJhFtMiyZEND8yYvQOq0ip4puzsq1eh5HERyAQ3ACEDgHNXANGqAJCHgEz+AVvFlP1ov1bn3MWgtWPrMP/sj6/AHmGZsv</latexit>

� � � jB(2jB + 1)

(jA + 1)(2jA + 1)
<latexit sha1_base64="eqljV0SPgorl6qb0bNfKBW1e1wU=">AAACH3icbVDLSgMxFM3UV62vqks3wSJUpGWmiLps68ZlBfuAzjBk0kybNvMwyQhlmD9x46+4caGIuOvfmGlnoa0Hkns4516Se5yQUSF1fabl1tY3Nrfy24Wd3b39g+LhUUcEEcekjQMW8J6DBGHUJ21JJSO9kBPkOYx0nclt6nefCBc08B/kNCSWh4Y+dSlGUkl28cqcoDBEdlxJoDkkj7BiuhzheGw3yzV1XRjnSVwe2w2oWKo0VIWJXSzpVX0OuEqMjJRAhpZd/DYHAY484kvMkBB9Qw+lFSMuKWYkKZiRICHCEzQkfUV95BFhxfP9EnimlAF0A66OL+Fc/T0RI0+IqeeoTg/JkVj2UvE/rx9J98aKqR9Gkvh48ZAbMSgDmIYFB5QTLNlUEYQ5VX+FeIRUPlJFWlAhGMsrr5JOrWroVeP+slRvZnHkwQk4BWVggGtQB3egBdoAg2fwCt7Bh/aivWmf2teiNadlM8fgD7TZD4ujn3c=</latexit><latexit sha1_base64="eqljV0SPgorl6qb0bNfKBW1e1wU=">AAACH3icbVDLSgMxFM3UV62vqks3wSJUpGWmiLps68ZlBfuAzjBk0kybNvMwyQhlmD9x46+4caGIuOvfmGlnoa0Hkns4516Se5yQUSF1fabl1tY3Nrfy24Wd3b39g+LhUUcEEcekjQMW8J6DBGHUJ21JJSO9kBPkOYx0nclt6nefCBc08B/kNCSWh4Y+dSlGUkl28cqcoDBEdlxJoDkkj7BiuhzheGw3yzV1XRjnSVwe2w2oWKo0VIWJXSzpVX0OuEqMjJRAhpZd/DYHAY484kvMkBB9Qw+lFSMuKWYkKZiRICHCEzQkfUV95BFhxfP9EnimlAF0A66OL+Fc/T0RI0+IqeeoTg/JkVj2UvE/rx9J98aKqR9Gkvh48ZAbMSgDmIYFB5QTLNlUEYQ5VX+FeIRUPlJFWlAhGMsrr5JOrWroVeP+slRvZnHkwQk4BWVggGtQB3egBdoAg2fwCt7Bh/aivWmf2teiNadlM8fgD7TZD4ujn3c=</latexit><latexit sha1_base64="eqljV0SPgorl6qb0bNfKBW1e1wU=">AAACH3icbVDLSgMxFM3UV62vqks3wSJUpGWmiLps68ZlBfuAzjBk0kybNvMwyQhlmD9x46+4caGIuOvfmGlnoa0Hkns4516Se5yQUSF1fabl1tY3Nrfy24Wd3b39g+LhUUcEEcekjQMW8J6DBGHUJ21JJSO9kBPkOYx0nclt6nefCBc08B/kNCSWh4Y+dSlGUkl28cqcoDBEdlxJoDkkj7BiuhzheGw3yzV1XRjnSVwe2w2oWKo0VIWJXSzpVX0OuEqMjJRAhpZd/DYHAY484kvMkBB9Qw+lFSMuKWYkKZiRICHCEzQkfUV95BFhxfP9EnimlAF0A66OL+Fc/T0RI0+IqeeoTg/JkVj2UvE/rx9J98aKqR9Gkvh48ZAbMSgDmIYFB5QTLNlUEYQ5VX+FeIRUPlJFWlAhGMsrr5JOrWroVeP+slRvZnHkwQk4BWVggGtQB3egBdoAg2fwCt7Bh/aivWmf2teiNadlM8fgD7TZD4ujn3c=</latexit><latexit sha1_base64="eqljV0SPgorl6qb0bNfKBW1e1wU=">AAACH3icbVDLSgMxFM3UV62vqks3wSJUpGWmiLps68ZlBfuAzjBk0kybNvMwyQhlmD9x46+4caGIuOvfmGlnoa0Hkns4516Se5yQUSF1fabl1tY3Nrfy24Wd3b39g+LhUUcEEcekjQMW8J6DBGHUJ21JJSO9kBPkOYx0nclt6nefCBc08B/kNCSWh4Y+dSlGUkl28cqcoDBEdlxJoDkkj7BiuhzheGw3yzV1XRjnSVwe2w2oWKo0VIWJXSzpVX0OuEqMjJRAhpZd/DYHAY484kvMkBB9Qw+lFSMuKWYkKZiRICHCEzQkfUV95BFhxfP9EnimlAF0A66OL+Fc/T0RI0+IqeeoTg/JkVj2UvE/rx9J98aKqR9Gkvh48ZAbMSgDmIYFB5QTLNlUEYQ5VX+FeIRUPlJFWlAhGMsrr5JOrWroVeP+slRvZnHkwQk4BWVggGtQB3egBdoAg2fwCt7Bh/aivWmf2teiNadlM8fgD7TZD4ujn3c=</latexit>

(a) (b)

Figure 12: (a) Robustness of Noether’s principle & trade-off relations. A qualitative description
of trade-off relations between deviation from conservation laws and level of decoherence under the dynamics
of a symmetric channel. While the red upper bound exists for all symmetries described by connected Lie
groups, the lower bound is present when quantum systems have multiplicity-free decompositions. (b) Spin-
inversion and amplification. There exist quantum channels that can approximately invert or amplify the
polarisation of a spin system while exactly respecting SU(2) rotational symmetry. The values κ± provide
the ultimate limits of such processes and depend only on the dimension of the spin systems involved.

Ref. [H8]. It is defined as the average L2 norm of the difference in expectation values between ψ = |ψA〉〈ψA|
and E(ψ) of the symmetry generators, {JkA}nk=1 and {JkB}nk=1, associated with conserved charges:

∆(E) :=

n∑
k=1

∫
|Tr
(
E(ψ)JkB − ψJkA

)
|2dψ, (74)

where the integration is with respect to the standard Haar measure on pure states. Now, in Ref. [H8], it is
shown that given any connected compact Lie group, for a symmetric channel E approximating a symmetric
unitary the associated conservation laws will hold approximately. In other words, there exists an upper bound
on the deviation from conservation law in terms of unitarity:

∆(E) ≤M(1− u(E)) (75)

for some constant M > 0 that is independent of E , and depends only on the dimensions of the systems
involved and the symmetry generators. Moreover, it is proven in Ref. [H8] that also the lower bound on
the deviation from conservation law in terms of unitarity exists, whenever the quantum system carries a
representation UA of a Lie group G for which UA ⊗ U∗A has a multiplicity-free decomposition. In particular,
this happens in the case of spin-j system with symmetry generators given by higher-dimensional spin angular
momenta generating an irreducible representation of SU(2). As a result, for a spin-j system, spin angular
momentum conservation laws are robust to noise described by a symmetric channel E and the following
bounds hold:

3
√

2j3/2

2j + 1
(1− u(E)) ≥

√
∆(E) ≥

√
2j1/2

(2j + 1)2
(1− u(E)). (76)

Optimal spin inversion and amplification. In Ref. [H8], I also show how the SU(2) symmetry con-
straints result in impossibility of perfect spin inversion or amplification, and find the optimal allowed approx-
imations of these transformations (see Fig. 12b). The higher-dimensional spin angular momentum observ-
ables JA := (JxA, J

y
A, J

z
A) along the three Cartesian coordinates generate rotations corresponding to elements

g ∈ SU(2), which act on the system via the unitary representations UA(g) describing the underlying sym-
metry principle. A channel E is symmetric under rotations, or SU(2)-covariant, if it satisfies Eq. (72) for all
input states ρA and g ∈ SU(2). Now, rotational invariance ensures that the symmetric channel E acts on
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single spin systems isotropically. As a result, spin polarisation vector P(ρA) := Tr (JρA) of an initial state
ρA is simply scaled by the action of E , i.e.,

P (E(ρA)) = f(E)P (ρA) (77)

for a single parameter f(E) that is independent of ρA or the spatial direction. The goal is then to determine
the symmetric quantum channel S− with coefficient f(S−) that is as close as possible to −1 (which can only
be achieved by the unphysical spin-inversion operation). In Ref. [H8], it was proven that the optimal spin
polarisation inversion channel is achieved by the extremal point of SU(2)-covariant channels with the largest
dimension 2jA + 1 of the environment required to implement it, and it results in an inversion factor:

κ− := f(S−) = − jA
jA + 1

= −1 +O(1/jA). (78)

This generalises the previous result on optimal approximations of universal-NOT under rotational symmetry,
and determines a fundamental limit that quantum theory imposes on the specific task of (universally) inverting
the spin of a quantum system. The higher the dimension of the system, the larger is the maximal spin-
inversion factor. Specifically, the optimal channel S− in the limit jA →∞ approaches f(S−)→ −1. Similarly,
one may ask about the maximal possible amplification of spin, i.e., the symmetric quantum channel S+ with
coefficient f(S+) that is as large as possible. While for jA = jB , it is always the case that f(E) ≤ 1, this
no longer holds true for jB > jA, and the spin can be amplified under a symmetric open dynamics. The
ultimate limits of this were derived in Ref. [H8], and are summarised as follows. Denote by κ+ = maxEf(E),
where the maximisation occurs over the convex set of SU(2)-covariant channels between spin-jA and spin-jB
systems. Then, the maximal spin-amplification factor κ+ is given by:

κ+ =
jB
jA

for jA ≥ jB , (79a)

κ+ =
jB + 1

jA + 1
for jA < jB . (79b)

4.5.2 Optimal encoding of information into asymmetry

Encodings into resources destroyed by G-twirling. In Ref. [H13] a communication scenario was
analysed, where the sender S and receiver R are connected via a noiseless channel, but the encoding ability
of S is constrained. In particular, it is assumed that S does not have the ability to prepare arbitrary quantum
states. Instead, she is given a quantum system in a state ρ that acts as an information carrier, and can encode
a message m into it by applying a quantum channel Em from a constrained set of encodings into resources
destroyed by G that satisfy

Em ◦ G = G, (80a)

G ◦ Em = G, (80b)

Above, G is the G-twirling channel over some subgroup G of unitary channels,

G(ρ) :=
1

|G|
∑
Ug∈G

UgρU
†
g , (81)

where for continuous groups the above sum can be replaced by an integral
∫
dµ(Ug) with respect to the

Haar measure. To understand the meaning of such constraints, note that the channel G is a projector
onto symmetric states (i.e., states invariant under the action of all group elements), and so it erases all
the asymmetry present in a state it acts upon. Since the application of G to any state ρ renders it useless
from the perspective of S (as G(ρ) is invariant under Em through Eq. (80a)), and the application of G to an
encoded state Em(ρ) renders it useless from the perspective of R (as every Em(ρ) gets sent to a fixed state
G(ρ) according to Eq. (80b)), encodings Em into resources destroyed by G correspond to sending information
encoded in the resource of asymmetry [24], i.e., into the degrees of freedom that are not invariant under the
group action. Importantly, unitary channels Ug(·)U†g belonging to G (i.e., the symmetry actions on the set
of quantum states) satisfy conditions from Eq. (80a)-(80b).
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The general communication setting described above allows one to study a variety of constrained com-
munication scenarios. When G is a full unitary group, G becomes the completely depolarizing channel, i.e.,
G(ρ) = 1/d for all ρ. Then, Eq. (80b) is satisfied automatically and Eq. (80a) constrains the encoding to
unital channels. Physically, this case corresponds to the sender S being unable to decrease the entropy of
the information carrier, and so the information is encoded into the resource of purity [15]. Moreover, if G is
the unitary group on a subsystem S1 of a multipartite system S1...n, the encodings are restricted to unital
channels acting locally on S1. This way one can study encoding information not only into a resource of local
purity, but also in entanglement, allowing one to assess the capacity of the system for super-dense coding [109].
When G is a subgroup of all unitaries diagonal in a given basis {|k〉} (so it is a subgroup of commuting uni-
taries), G becomes the completely dephasing map D with respect to this basis, i.e., D(ρ) =

∑
k 〈k| ρ |k〉 |k〉〈k|.

Equations (80a)-(80b) then constrain encoding maps Em to be Schur-product channels [110]. Since such
channels do not modify populations (diagonal elements of ρ in the given basis), but only affect coherences
(off-diagonal elements), investigating communication scenarios with this constraint corresponds to asking
how much classical information can be encoded into the resource of quantum coherence [43].

Optimal communication rate. The main goal of Ref. [H13] was to find optimal ways to encode a mes-
sage m, chosen uniformly at random from the set M = {1, . . . ,M}, using a d-dimensional quantum state
ρ and a constrained set of quantum channels, described by Eqs. (80a)-(80b), so that this message can be
faithfully recovered later up to average probability of error ε. One is thus looking for an encoder in terms of
a set of quantum channels {Em}m∈M that are encodings into resources destroyed G; and a decoder specified
by a quantum measurement described by the POVM elements {Dm}m∈M, such that

1

M

M∑
m=1

Tr (Em(ρ)Dm) ≥ 1− ε, (82)

i.e., the average probability of incorrectly decoding the message is smaller then ε. One is interested in the
maximal allowed value of M for given ρ and ε. Of special importance is the case when one deals with N
independent and identically distributed copies of a state ρ, i.e., when one encodes into ρ⊗N using encodings
into resources destroyed by G⊗N . Then, the aim is to find the optimal rate R (in bits per resource use) for
encoding information into asymmetry of quantum states,

R(ρ,N, ε) := sup

{
logM

N

∣∣ Eq. (82) holds

}
, (83)

and, in particular, to understand its asymptotic behavior as N →∞.
In Ref. [H13], it was proven that the maximum number of messages M(ρ, ε) that can be encoded into

resources of a quantum state ρ destroyed by the G-twirling channel G over a unitary subgroup G, for an
average decoding error at most ε, is bounded by

logM(ρ, ε) ≤ Dε+δ
s (ρ‖G(ρ)) + log

1

δ
, (84a)

logM(ρ, ε) ≥ Dε−δ
s (ρ‖G(ρ))− log

2

δ
, (84b)

for all δ ∈ (0,min{ε, 1− ε}) with Dε
s denoting the information spectrum relative entropy given by [111]

Dδ
s(ρ‖σ) := sup

{
K
∣∣ Tr

(
ρΠρ≤2Kσ

)
≤ δ
}
, (85)

where Πρ≤2Kσ is the orthogonal projection onto the subspace generated by eigenspaces of 2Kσ − ρ with
non-negative eigenvalues. Moreover, it was proven that M(ρ, ε) can be attained using unitary encodings
belonging to G. It was also proven that the optimal rate R(ρ,N, ε) for encoding information into resources of
a quantum state ρ⊗N destroyed by the G-twirling channel G⊗N over a unitary subgroup G×N , for an average
decoding error at most ε, is governed by the following second-order asymptotic expansion

R(ρ,N, ε) ' D(ρ‖G(ρ)) +
Φ−1(ε)√

N

√
V (ρ‖G(ρ)), (86)

with Φ−1 denoting the inverse function of the normal Gaussian cumulative distribution function Φ, D(·‖·)
being the relative entropy, V (·‖·) being the relative entropy variance, and ' denoting equality up to terms
of order o(1/

√
N). Again, the optimal rate is achieved using product unitary encodings belonging to G×N .
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Applications to super-dense coding and secure communication. As already mentioned, the general
results on optimal communication rate with encodings into resources destroyed by G allow one to find optimal
solutions for a variety of communication scenarios. Two important examples discussed in Ref. [H13] are as
follows. First, consider encoding information into a state ρAB of a bipartite system AB (with local dimensions
dA and dB), using encodings into resources destroyed by the G-twirling channel G over all unitaries on A.
As shown in Ref. [H13], such encodings correspond to local unital channels on system A. Using Eq. (86),
one can then find the number of approximately orthogonal states that the global state of AB can be steered
to by operating only locally on A. In other words, one can study the optimal rate of unital super-dense
coding. More precisely, one can show that product unitary encodings on subsystem A achieve (up to second
order asymptotic terms) the same optimal super-dense coding rate Rloc(ρAB , N, ε) as unital encodings on
subsystem A:

Rloc(ρAB , N, ε) ' Rloc(ρAB) +
Φ−1(ε)√

N

√
V (A|B) , (87a)

Rloc(ρAB) := log dA − S(A|B), (87b)

with S(A|B) = −D(ρAB‖1A ⊗ ρB) = S(ρAB) − S(ρB) being the conditional entropy, and V (A|B) =
V (ρAB‖1A ⊗ ρB) being the corresponding variance [37].

Second, encodings into resources destroyed by G are related to private classical communication scheme
for a decohering superoperator G [112], as introduced in the studies on quantum reference frames [25]. In
this scenario there are three parties: beyond the sender S and the receiver R, there is also an eavesdropper
E. The two communicating parties share a private reference frame for some degree of freedom, i.e., both S
and R agree on the form of group representation U(g) given a classical label g describing it. As an example,
consider a shared Cartesian frame of reference (given, e.g., by three mutually orthogonal rigid rods defining
directions x, y, z). Then, the classical description of an element of the rotation group can be given by three
Euler angles with respect to the axes defined by the shared reference frame. Thus, if S tells R that she
prepared a spin-1/2 particle along the positive z direction, and he wants to rotate it, so that it points in
the opposite direction, he knows precisely which U(g) to perform. However, E may not have full access to
that reference frame. If she does not have any information about the orientation of the reference frame, her
description of the system is given by a uniform mixture (stemming from no knowledge about the orientation
of the reference frame) over all possible rotations of the reference frame. This way a state ρ is described by
E as G(ρ), where G is the twirling over SO(3) group, and so any initial state of a spin-1/2 particle looks to
E like a maximally mixed state. Of course, in a general case the twirling can happen over arbitrary group
G corresponding to a shared reference frame between S and R that E has no access to. Now, following the
definition given in Ref. [112], S and R have a private classical communication scheme employing a shared
reference frame related to a group G, if S can prepare M orthogonal states σm, such that G(σm) = ρ0 for all
m and some fixed state ρ0. This means that S can send one of M perfectly distinguishable messages to R,
while at the same time for the eavesdropper E all these messages will be completely indistinguishable, and
so the communication will be secure. Through Eq. (80b), it is then clear that if for a state ρ there exists
M encodings into resources destroyed by G, then S and R have a private classical communication scheme:
S prepares one of the states Em(ρ) that are (almost) perfectly distinguishable by R, but for E they are all
described by G(Em(ρ)) = G(ρ). Thus, each state ρ specifies a private communication scheme allowing for the
secure communication of logM bits, and Eqs. (84a)-(84b) provide upper and lower bounds for logM in the
single-shot regime. Optimising the information spectrum relative entropy between ρ and G(ρ) over all states
ρ then yields the optimal scheme for secure communication.

4.6 Results on classicality constraints

4.6.1 Minimising irreversibility of a random process

Classical and quantum randomness. Consider a finite-dimensional physical system undergoing some
unknown evolution. In order to characterize it, one first measures the system, finding it in some well-defined
state j, e.g., an eigenstate of observable A. One then allows the system to evolve for time τ and performs
the same measurement again, this time finding the system in state i. By repeating this procedure many
times and collecting the statistics of measurement outcomes, one can reconstruct the transition matrix T ,
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(a)

(b)

Figure 13: Classical versus quantum randomness. A two-dimensional system is initially prepared in
a state |0〉〈0|. (a) The random classical evolution, running between times 0 and τ and mapping between
states |0〉〈0| and |1〉〈1|, is described by the transition matrix T with Tij = 1/2 for all i, j. The resulting state
of the system at time τ is maximally mixed, (|0〉〈0|+ |1〉〈1|)/2. Further evolution between times τ and 2τ
is also described by T , leading to the total evolution being described by T 2 and leaving the system in the
maximally mixed state. (b) The quantum evolution between times 0 and τ is described by a unitary operator
U with U11 = −1/

√
2 and Uij = 1/

√
2 otherwise (hence U is a normalized 2 × 2 Hadamard matrix). The

resulting state of the system at time τ is |+〉〈+|, with |+〉 = (|0〉+ |1〉)/
√

2. Note that if a measurement were
performed at time τ , one would recover transition probabilities Tij as in (a). However, if the system evolves
further between times τ and 2τ according to U , due to interference of the paths, the state of the system
becomes |0〉〈0|, and thus the total evolution is described by the identity matrix, U2 = 1.

with entries Tij describing transition probabilities between states j and i. Now, for a truly random classical
process, repeating it (e.g., by letting the system evolve for 2τ instead of τ) leads to the evolution described by
T 2. This is illustrated in Fig. 13a for an exemplary two-dimensional system. However, in quantum physics,
different transitions (paths) of T can interfere with each other, so that the composition of two processes will
generally not be described by a transition matrix T 2. In particular, the compound process can even become
fully deterministic, leading to the complete disappearance of the observed randomness (see Fig. 13b). The
question I investigated in Ref. [H3] was: how close to being deterministic (and thus reversible) can a random
process be, while being constrained to induce a classical transition described by a matrix T?

Coherification. To investigate this problem in a quantitative way, a notion of coherification of a random
process was introduced in Ref. [H3]. To formally define it, one needs to recall a few concepts. First, for any
quantum channel E , one can define the associated Jamio lkowski state [113], as the image of the extended
map acting on a maximally entangled state,

JE =
1

d
(E ⊗ I) |Ω〉〈Ω| , (88)

with |Ω〉 =
∑
i |ii〉 and I denoting the identity channel. The condition of E being a quantum channel (i.e.,

being completely positive and trace-preserving) is equivalent to [113]

JE ≥ 0, Tr1 (JE) =
1

d
. (89)
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These conditions imply that diagonal elements (in the preferred basis) of the Jamio lkowski state correspond
to the entries of a d× d (column-stochastic) transition matrix T ,

〈ij| JE |ij〉 =
1

d
Tij , (90)

with T being precisely the classical action of E , i.e., the transition matrix that describes how initial populations
(occupations in the preferred basis) are transformed by E to final populations,

Tij = 〈i| E(|j〉〈j|) |i〉 . (91)

Thus, diagonal Jamio lkowski states (with the only non-zero entries on the diagonal) represent classical random
processes described by stochastic matrices acting on probability vectors of size d. Now, given a fixed transition
matrix T , coherification of T is any quantum channel E with the classical action (the diagonal of JE) given
by T . In particular, for a given T , one is interested in finding the optimally coherified quantum map EC ,
such that the coherence of the corresponding Jamio lkowski state JEC is the largest (or its mixedness is the
smallest). Such optimally coherified maps are the answer to the central question studied in Ref. [H3], as
they provide a quantum channel closest to being unitary (so deterministic and reversible), while inducing
a random transition given by a stochastic matrix T . The following standard measures of mixedness and
coherence were used: entropic coherence of a channel,

Ce(E) := S(D(JE))− S(JE), (92)

where S(ρ) := −Tr (ρ log ρ) is the von Neumann entropy and D is a decohering superoperator sending all
off-diagonal elements to zero; and 2-norm coherence of a channel,

C2(E) := γ(JE)− γ(D(JE)), (93)

where γ(ρ) = Tr
(
ρ2
)

is the purity of a state ρ.

Bounds on optimal coherifications. First, it was proven in Ref. [H3] that a stochastic matrix T can
be completely coherified (in the sense that the resulting channel EC is reversible) if and only if it is unis-
tochastic, meaning that there exists a unitary matrix U such that Tij = |Uij |2. Next, for non-unistochastic
T and employing majorization techniques, the following bounds for coherence and mixedness of the optimal
coherification EC of a stochastic matrix T were obtained:

H

(
1

d
T

)
−H

(
µ≺(T )

)
≤ Ce(EC) ≤ H

(
1

d
T

)
−H

(
µ�(T )

)
, (94a)

µ≺(T ) · µ≺(T )− 1

d2
T · T ≤ C2(EC) ≤ µ�(T ) · µ�(T )− 1

d2
T · T . (94b)

In the above, H(p) := −∑i pi log pi is the Shannon entropy, T is a d2-dimensional vector with the entries
Tij , whereas the vectors µ≺(T ) and µ�(T ) are defined as follows. First, for every row of T , write the sum
over its columns as

∑
j Tij = ni + ai, with ni being an integer and ai ∈ [0, 1). Then, using the following set

of vectors:

s(i)(T ) =

[
1, 1, . . . , 1︸ ︷︷ ︸
ni times

, ai, 0, . . . , 0

]
, (95)

µ�(T ) is defined as

µ�(T ) :=
1

d

d∑
i=1

s(i)(T ). (96)

To define µ≺(T ), one first introduces vectors r(i) given by the rows of T with entries arranged in a non-
increasing order,

r(i) = [Ti1, . . . , Tid]
↓. (97)
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Then, µ≺(T ) is given by

µ≺(T ) :=
1

d

d∑
i=1

r(i). (98)

The bounds from Eqs. (94a)-(94b) provide limitations on how much a given T can be coherified, but also
show to what extent a given T can be at least coherified. The upper bounds (i.e., the right hand sides of
the above equations) trivialise when T is bistochastic, but this was remedied in Ref. [H3] by deriving more
involved upper bounds on the purity of EC (see Fig. 14a for an example).

Optimally coherified qubit and qutrit channels. In Ref. [H3], coherifications of transition matrices for
small dimension sizes d were also explicitly investigated. In particular, it was shown that the derived upper
bounds on coherifications, Eqs. (94a)-(94b), can be saturated for d = 2 and the form of the corresponding
optimally coherified qubit channel EC was found. In that case, the classical action is given by a 2×2 transition
matrix T described by two real parameters,

T =

[
a 1− b

1− a b

]
=:

[
a b̃
ã b

]
, (99)

with x̃ := 1 − x. One can focus on the case when a ≤ b, as the results for the case a > b are analogous.
Namely, one only needs to exchange a with b in all expressions, and transform all matrices X by replacing
Xkl with Xk̃l̃. To express the Kraus operators of the corresponding optimally coherified channel EC , first
introduce a unitary

U =
1√
a+ b̃

[ √
a −

√
b̃√

b̃
√
a

]
, (100)

and a decaying channel Ψ(·) = L1(·)L†1 + L2(·)L†2 with

L1 =

[ √
a+ b̃ 0
0 1

]
, L2 =

[
0 0√
b− a 0

]
. (101)

Then, the optimally coherified channel with a classical action T is given by EC(·) = K1(·)K†1 +K2(·)K†2 with

K1 = L1U
† =

 √
a

√
b̃

−
√

b̃
a+b̃

√
a
a+b̃

 , K2 = L2U
† =

[
0 0√

ã− b̃
a+b̃

√
b− a

a+b̃

]
. (102)

The action of EC a Bloch sphere for a particular choice of T is illustrated in Fig. 14b. Finally, optimal
coherifications EC of 3× 3 stochastic matrices T belonging to one of the following three families,

T ∈


 0 a b

c 0 b̃
c̃ ã 0

 ,
 a b 0

0 0 c

ã b̃ c̃

 ,
 a b c

ã b̃ c̃
0 0 0

 , (103)

were also found and proven to saturate the derived upper-bounds.

Structure of unistochastic matrices. As was discussed above and in Ref. [H3], investigating the problem
of unistochasticity (i.e., which stochastic matrices are unistochastic) can provide insight into the nature of
randomness, since unistochastic random processes can arise from fully deterministic and reversible dynamics.
The problem of characterizing the set Ud of unistochastic matrices of size d is also related to the issue of
quantization of classical dynamical systems determined by a given bistochastic transition matrix [114, 115].
Moreover, unistochasticity is also linked to the problem of finding all discrete quantum walks on graphs with
d vertices [116]. The main aim of the work [H11] was to contribute to the understanding of the structure
of the set Ud. This was achieved by introducing the set Ld of bracelet matrices that includes the analyzed
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|0〉〈0|

|1〉〈1|
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(a) (b)

Figure 14: (a) Purity bound. The upper-bound on purity γ of the family of optimally coherified qutrit

channels with the classical action given by a bistochastic transition matrix T =
∑3
i=1 qiΠ

i, with
∑
i qi = 1

and Π being a cyclic permutation matrix. Any unistochastic matrix T ∈ U3 can be completely coherified,
so that γ = 1. (b) Action of the optimally coherified qubit channel. The image of the Bloch sphere
under EC (with classical action described by a = 1

3 and b = 5
6 ) is represented by the grey ellipsoid. The

thick red line represents the action of the classical channel T , while dashed lines show transformations of
significant points of the sphere.

set Ud and approximates it from outside. The set Ld consists of these bistochastic matrices B whose entries
satisfy:

2 max
j

√
BjkBjl ≤

d∑
j=1

√
BjkBjl, 2 max

l

√
BjlBkl ≤

d∑
l=1

√
BjlBkl, (104)

and the name refers to the fact that when the above inequalities are satisfied, a certain sequence of segments
with specified lengths can be closed to form a polygon (a “bracelet”) in the complex plane. The following
important properties of Ld were proven in Ref. [H11]. First, the set of bracelet matrices Ld is closed under
multiplication by factorizable matrices and, as a result, every factorizable bistochastic matrix is also bracelet
(recall that a factorizable matrix is a matrix that can be expressed as a product of bistochastic matrices acting
non-trivially on at most two levels [95]). Second, the set of bracelet matrices (and the set of factorizable
matrices) are star-shaped with respect to the flat van der Waerden matrix Wd with all entries equal to
1/d. Finally, if B1 ∈ Ld1

and B2 ∈ Ld2
then B = B1 ⊗B2 belongs to Ld1d2

. These properties of Ld not
only characterise the superset of unistochastic matrices, but also yield complete information in certain low-
dimensional cases, as then the two sets coincide. More precisely, it has been established that U3 = L3 [94], and
so the results of Ref. [H11] also mean that the set of 3×3 unistochastic matrices is closed under multiplication
by factorizable matrices and is star-shaped with respect to the flat matrix W3. Moreover, it was shown in
Ref. [H11] that for d = 4 the set of circulant unistochastic matrices coincides with the set of circulant bracelet
matrices (recall that a circulant matrix is a square matrix in which all row vectors are composed of the same
elements and each row vector is rotated one element to the right relative to the preceding row vector). Thus,
the set of circulant unistochastic matrices is closed under multiplication by circulant factorizable matrices
and is star-shaped with respect to the flat matrix W4. Its geometric structure is illustrated in Fig. 15a.
Finally, Ref. [H11] also investigated doubly circulant unistochastic matrices (i.e., these unistochastic matrices
that arise from circulant unitary dynamics) and characterized their spectra. More precisely, it was proven
that the eigenvalues of a d× d doubly circulant unistochastic matrix B lie inside a unit d-hypocycloid Hd on
a complex plane, i.e., inside the star-shaped region with the boundary parametrized by

x(θ) =
d− 1

d
cos θ +

1

d
cos((d− 1)θ), y(θ) =

d− 1

d
sin θ − 1

d
sin((d− 1)θ), (105)
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Figure 15: (a) Circulant unistochastic matrices of size d = 4. The set of 4 × 4 circulant matrices
can be represented by a tetrahedron with vertices corresponding to four circulant permutation matrices Πn

4 ,
and the points inside to convex combinations of these extremal matrices. The subset of circulant matrices
that additionally satisfy the bracelet condition (so, according to the results of Ref. [H11], the set of circulant
unistochastic matrices) is presented as the non-convex, green shape inside the tetrahedron. (b) Eigenvalues
of doubly circulant unistochastic matrices. Eigenvalues of 4×4 doubly circulant unistochastic matrices
in the complex plane (green dots) together with the astroid, i.e. the 4-hypocycloid. The plotted set of
matrices was obtained by discretizing 4-dimensional probability vectors describing a given circulant matrix
using a grid of size 0.02, and verifying whether the resulting matrix is a bracelet matrix.

which is illustrated in Fig. 15b. What is more, it was shown that in dimensions d ≤ 4 the sets of circulant
unistochastic matrices coincide with the sets of doubly circulant unistochastic matrices.

4.6.2 Structural differences between classical and quantum randomness

Classically indistinguishable channels and states. The concept of coherification introduced in Ref. [H3]
was employed in Ref. [H7] to investigate how much richer the structure of quantum randomness is compared
to classical randomness. This richness comes from the fact that there may exist many distinct quantum
coherifications of a given classical transition matrix T , and the question is, how to accurately quantify it?
In Ref. [H7], I addressed this problem by introducing and studying the following two concepts: the distin-
guishability number M(T ), given by the maximal number of quantum channels that share the same classical
action T and can be perfectly distinguished in an experiment; and the restricted distinguishability number
M̃(T ), given by the maximal number of quantum channels with the same classical action T and perfectly
distinguishable from each other without using entangled input states. Studying distinguishability numbers
allows one to quantify distinct ways of processing information encoded in quantum coherence, since all coher-
ifications of T are classically indistinguishable (i.e., classical degrees of freedom are transformed in the same
way by T ), and so the only way to distinguish them is through the effect they have on quantum degrees of
freedom. Moreover, in Ref. [H7], I also investigated the differences between classical and quantum random-
ness by extending the concept of coherification from channels to states: a quantum state ρ is said to be a
coherification of a classical probability distribution p if its occupations in the distinguished basis are described
by p (i.e., 〈i| ρ |i〉 = pi). A d-dimensional probability vector p is then said to belong to M -distinguishability
region AMd of the probability simplex ∆d, if and only if there exist M perfectly distinguishable quantum
states with the same classical version p (i.e., classically indistinguishable).

Number of distinct state coherifications. The analysis in Ref. [H7] begins with looking for necessary
conditions for M -distinguishability of states. Geometrically, this problem is equivalent to bounding M -
distinguishability regions AMd within the probability simplex ∆d. First, note that, by definition, one has
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Figure 16: Permutohedra. Visualization of permutohedra PMd for 2 ≤ d ≤ 4 and 1 ≤ M ≤ d. Permuto-

hedron PMd has
(
d
M

)
vertices located at the centres of (M − 1)-faces of the probability simplex ∆d.

Ald ⊂ Akd for 1 ≤ k < l ≤ d, and A1
d = ∆d. In order to find further non-trivial conditions, a concept of

permutohedron [117] is needed. For every x ∈ Rd, the permutohedron Pd(x) is the convex hull of all the
permutations of x,

y ∈ Pd(x) ⇐⇒ ∃λ : y =
∑
k

λkΠkx, (106)

with λ being d!-dimensional probability vector and {Πk} denoting the set of d! permutation matrices acting
on d-dimensional vectors. In particular, a shorthand notation PMd will be used to denote a permutohedron
for x being a flat distribution with the first M entries equal to 1/M . Permutohedra PMd form nested
convex polytopes in Rd−1 satisfying PM+1

d ⊂ PMd , P1
d = ∆d and Pdd = {η}, with η denoting the uniform

distribution [1/d, . . . , 1/d]. The first few of them are illustrated in Fig. 16. In Ref. [H7], it was proven
that the M -distinguishability region AMd lies inside a permutohedron PMd , and this result was referred to
as the permutohedron bound. This means that the necessary condition for M -distinguishability of a set of
quantum states {ρ(n)}Mn=1 with a fixed classical version p is maxk pk ≤ 1/M . Moreover, it was proven that
this necessary condition for M -distinguishability is also sufficient for M = 2 and M = d (i.e., A2

d = P2
d and

Add = Pdd ), but is not sufficient for M = d − 1 and even d > 2 (i.e., Ad−1
d 6= Pd−1

d for even d > 2). Next, it
was shown that for distributions lying at the boundary of permutohedron PMd , M -distinguishability of mixed
states is equivalent to M -distinguishability of pure states, significantly simplifying the problem. Moreover,

it was proven that M -distinguishability of a set of pure quantum states {|ψ〉(n)}Mn=1 with a fixed classical
version p is equivalent to the existence of a unistochastic matrix T with first M columns equal to p, thus
relating the current subject of study to the well-known unistochasticity problem [93, 94]. For prime d, it
was demonstrated that there exists d− 1 perfectly distinguishable states with classical version p if p is close
enough to a maximally mixed distribution, i.e.,

∃ε > 0 : B(η, ε) ⊆ Ad−1
d , (107)

where B(η, ε) denotes a ball of radius ε centred at η. Finally, it was proven that if there exist M perfectly
distinguishable pure states with a classical version q given by coarse-graining of p, i.e., q = Gp with G being
a stochastic matrices with entries in {0, 1}, then there exists M perfectly distinguishable pure states with a
classical version p.

Relation to energy-time uncertainty relation. In Ref. [H7], a strong link between the problem of
M -distinguishability of states and energy-time uncertainty relation was pointed out. To understand this,
consider the distinguished basis to be given by the eigenstates of Hamiltonian H, {|Ek〉}, so that p is given
by energy occupations pk = 〈Ek| ρ |Ek〉. Although an observable for time does not exist, there is nevertheless
the expectation that time and energy should be complementary variables, resulting in a version of uncertainty
relation between them. Non-rigorously, it should state that if a given state ρ has a well-defined energy then it
is a bad clock, i.e., it does not significantly change in time (in the limit of ρ being a sharp energy eigenstate,
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ρ becomes stationary and does not evolve in time at all); and if a state ρ allows one to distinguish different
moments of time with high precision, then the energy of ρ cannot be well-defined. Of course, there are
many ways to quantify both the sharpness of energy of ρ and the quality of ρ as a clock. For example, in
the most traditional formulation by Mandelstam and Tamm [118], the uncertainty of energy is quantified
by the variance of p, and the timing quality of ρ is given by the minimal time needed for ρ to evolve to
another distinguishable state (clearly, if such time is long, then the time resolution is low, meaning the
quality of ρ as a clock is low). Alternatively, given a state with energy distribution p, its timing quality can
be measured by M , which tells one how many different moments in time can be distinguished unambiguously
(i.e, with no uncertainty) using ρ. The M -distinguishability regions AMd provide then a geometric way to
visualize energy-time uncertainty relation: the closer one gets to the centre of the probability simplex (the
uniform distribution), the more uncertain the energy outcomes become, but the better potential timing
quality of the state becomes. Direct application of the derived permutohedron bound then leads to the
following statement: a state that is able to distinguish M different moments in time satisfies the inequality
for min-entropy H∞(p) ≥ logM , with p denoting its distribution over energy. Note that this coincides
with the particular version of the recent result presented in Ref. [119], where the authors studied entropic
formulations of energy-time uncertainty relation. Thus, any improvements over the permutohedron bound
could also tighten inequalities derived there.

Number of distinct channel coherifications. Concerning distinguishability numbers, the following re-
sults were obtained in Ref. [H7]. First, for every unistochastic T the restricted distinguishability number
M̃(T ) was proven to be maximal, M̃(T ) = d. Analogous result was proven for all circulant stochastic ma-
trices. Distinguishability numbers for the identity and van den Waerdan matrix were also found to be given
by M(1) = d and M(W ) = d2, showing that unrestricted distinguishability numbers for unistochastic ma-
trices can take extremal allowed values. It also proved that the maximal number of perfectly distinguishable
generalised dephasing channels DC , introduced in Ref. [120] and defined through a correlation matrix C by

〈i| DC(ρ) |j〉 = ρijCij , (108)

is equal to d. Moreover, it was shown in Ref. [H7] that for every bistochastic matrix T one hasM(T ) ≥ 2. The
restricted distinguishability numbers M̃(T ) were related to distinguishability regions AMd : if a probability

distribution given by a column of T belongs to AMd , then M̃(T ) ≥ M . Also, if the entries of at least one

column of the stochastic matrix T satisfy the generalised triangle inequality, then M̃(T ) ≥ 2. Finally, the
problem of distinguishability numbers was fully solved for a two-level system: M̃(T ) for a qubit classical
action T parametrized as in Eq. (99) was shown to be given by

M̃(T ) =


1 : for

1

2
< |a− b| ≤ 1,

2 : for 0 ≤ |a− b| ≤ 1

2
,

(109)

whereas M(T ) was shown to satisfy

M(T ) =



2 : for 0 < |a− b| ≤ 1

2
,

3 : for a = b and a ∈
[

1

3
,

2

3

]
\
{

1

2

}
,

4 : for a = b =
1

2
.

(110)

Dephasing superchannels. In Ref. [H10], I introduced and investigated a class of environmental noises
that leave invariant the classical transitions induced by a quantum channel E in the distinguished basis, but
non-trivially affect its quantum properties. This provides yet another perspective to study the structural
differences between classical and quantum processes – while these dephasing superchannels have no effect on
classical dynamics, they have a rich structure affecting the coherence dynamics. More formally, a mathe-
matical concept that can capture a general effect of noise is a quantum superchannel [121], which is a linear
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Figure 17: Dephasing channels and superchannels. The set of quantum states Ωq (density matrices) is
projected onto the set of classical states Ωc (probability distributions) via the completely dephasing channel
that removes all coherences in the distinguished basis, but keeps the occupations unchanged. General dephas-
ing channels are those maps between quantum states that affect coherences, but do not change occupations,
i.e., they keep the classical (completely dephased) version of the state invariant. Analogously, the set of
quantum channels Tq (completely positive trace-preserving maps) is projected onto the set of classical chan-
nels Tc (stochastic matrices) via a completely dephasing superchannel that removes all coherent properties of
the channel, but keeps the transition probabilities in the distinguished basis unchanged. General dephasing
superchannels form the subset of quantum superchannels Sq that affect coherent properties of the channel,
but do not change transition probabilities, i.e., they keep the classical (completely superdephased) version of
the channel invariant.

transformation Ξ mapping between quantum channels. It has a standard physical realization in terms of pre-
and post-processing by channels N1 and N2 with a memory system:

Ξ[E ] = |0〉〈0|
discard

N1

E
N2 . (111)

Now, a quantum superchannel Ξ is called a dephasing superchannel if the transition probabilities in the
distinguished basis are invariant under Ξ:

∀ E , |i〉 , |j〉 : 〈i|Ξ[E ](|j〉〈j|) |i〉 = 〈i| E(|j〉〈j|) |i〉 . (112)

The concept of a dephasing superchannel and its relation to dephasing channels is illustrated in Fig. 17.
First, dephasing superchannels were mathematically characterized in Ref. [H10] by establishing a one-to-

one correspondence between dephasing superchannels and a particular subclass of Schur-product supermaps
that act on the Jamio lkowski state J(E) of a channel E . More precisely, a linear transformation Ξ was proven
to be a dephasing superchannel if and only if it transforms the Jamio lkowski state in the following way:

J(Ξ[E ]) =
∑
ijkl

J(E)ij,klCij,kl |ij〉〈kl| = J(E) ◦ C, (113)
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where {|ij〉} is the distinguished basis, ◦ denotes Schur (entry-wise) product in that basis, and C is a
correlation matrix (positive matrix with all diagonal entries equal to 1) of size d2 and the following form

C =


C11 C12 . . . C1N

C21 C11 . . . C2N

...
...

. . .
...

CN1 CN2 . . . C11

 , (114)

where Cij are d × d matrices and C11 is a correlation matrix. A physical realization of general dephasing
superchannel Ξ was also found as a unitary pre- and post-processing with an ancillary system of dimension
d2 and of the following form:

ΞC [E ] = |0〉〈0|
discard

U
E

V , (115)

where

U(·) = U(·)U†, U =

d∑
i=1

|i〉〈i| ⊗ Ui, (116a)

V(·) = V (·)V †, V =

d∑
i=1

|i〉〈i| ⊗ Vi, (116b)

with {Ui}, {Vi} being arbitrary unitaries of size d2. The relation between C and these unitaries is given by

Cik,jl = 〈0|U†l V
†
j ViUk |0〉 . (117)

The above physical realisation was also directly related to pre- and post-processing employing generalised
dephasing channels with memory, and it was explicitly demonstrated that for system’s dimension d ≥ 3
this memory effect extends the set of possible dephasing noises. Moreover, it was proven in Ref. [H10] that
coherence generating power [122] of a general quantum channel is monotonically decreasing under dephasing
superchannels. Finally, the effect that dephasing noise can have on a quantum channel E was analysed by
investigating the number M(E , ε) of ε-distinguishable (i.e., distinguishable with probability 1 − ε) channels
that E can be mapped to by a family of dephasing superchannels. It was shown that the number M(E , ε) is
upper-bounded by

M(E , ε) ≤ 2
CDε

H
(E‖E∆)

, (118)

where E∆ is a classical (completely dephased) version of E and CDεH is the channel coherence measure based
on a channel divergence related to hypothesis testing relative entropy [123],

CDεH (E1‖E2) := sup
ρAB

Dε
H((EA1 ⊗ IB)(ρAB)‖(EA2 ⊗ IB)(ρAB)), (119)

with

Dε
H(ρ‖σ) := − log inf

{
Tr (Qσ)

∣∣ 0 ≤ Q ≤ 1, Tr (Qρ) ≥ 1− ε
}
. (120)

A complementary perspective on that problem was also presented, where coherence of a channel E can be
seen as a resource for distinguishing between various dephasing superchannels.
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5 Presentation of significant scientific activity

5.1 Scientific activity at academic institutions

During my scientific career, I have performed research at 5 different academic institutions, including 2 foreign
ones in Australia and the United Kingdom.

Research performed at academic institutions after obtaining the PhD degree:

1. Jagiellonian University, Poland – October, 2019 – present
10 published papers: [H8–H15] and [KK14, KK15]
1 invited conference talk, 6 contributed conference talks and 8 seminar talks

2. University of Gdańsk, Poland – June, 2019 - December, 2019
3 published papers: [H8, H9, H13]
1 invited conference talk

3. University of Sydney, Australia – January, 2017 - May, 2019
8 published papers: [H1–H8]
5 contributed conference talks and 8 seminar talks

Research performed at academic institutions before obtaining the PhD degree:

4. Imperial College London, UK – March, 2013 - October, 2016
9 published papers: [KK5, KK7–KK12] and [H1, H2]
5 contributed conference and 7 seminar talks

5. Wroc law University of Science and Technology, Poland – October, 2009 - July 2012
5 published papers: [KK1–KK3, KK5, KK7]
1 contributed conference talk and 2 seminar talks

5.2 Scientific papers not included in the habilitation series

During my scientific career, I have published 12 scientific papers in renowned journals that are not included
in the habilitation series.

Papers outside the habilitation series after obtaining the PhD degree:

1. [KK15] Fast estimation of outcome probabilities for quantum circuits
Hakop Pashayan, Oliver Reardon-Smith, Kamil Korzekwa, Stephen D. Bartlett
PRX Quantum 3, 020361 (2022) [arXiv:2101.12223]
Pages: 29+13, No ministerial points yet (journal established in 2020), Impact factor: 7.514

2. [KK14] Work fluctuations due to partial thermalizations in two-level systems
Maria Quadeer, Kamil Korzekwa, Marco Tomamichel
Phys. Rev. E 103, 042141 (2021) [arXiv:2101.01330]
Pages: 16, Points awarded by Ministry of Science and Education: 140, Impact factor: 2.296

Papers outside the habilitation series before obtaining the PhD degree:

3. [KK12] Classical noise and the structure of minimal uncertainty states
Kamil Korzekwa, Matteo Lostaglio
Phys. Rev. A 93, 062347 (2016) [arXiv:1602.01850]
Pages: 14, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

4. [KK11] The extraction of work from quantum coherence
Kamil Korzekwa, Matteo Lostaglio, Jonathan Oppenheim, David Jennings
New J. Phys. 18, 023045 (2016) [arXiv:1506.07875]
Pages: 18, Points awarded by Ministry of Science and Education: 140, Impact factor: 3.539
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5. [KK10] Quantum Coherence, Time-Translation Symmetry, and Thermodynamics
Matteo Lostaglio, Kamil Korzekwa, David Jennings, Terry Rudolph
Phys. Rev. X 5, 021001 (2015) [arXiv:1410.4572]
Pages: 11, Points awarded by Ministry of Science and Education: 200, Impact factor: 12.577

6. [KK9] Operational constraints on state-dependent formulations of quantum error-disturbance trade-off
relations
Kamil Korzekwa, David Jennings, Terry Rudolph
Phys. Rev. A 89, 052108 (2014) [arXiv:1311.5506]
Pages: 6, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

7. [KK8] Quantum and classical entropic uncertainty relations
Kamil Korzekwa, Matteo Lostaglio, David Jennings, Terry Rudolph
Phys. Rev. A 89, 042122 (2014) [arXiv:1402.1143]
Pages: 9, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

8. [KK7] Quantum-state transfer in spin chains via isolated resonance of terminal spins
Kamil Korzekwa, Pawe l Machnikowski, Pawe l Horodecki
Phys. Rev. A 89, 062301 (2014) [arXiv:1403.7359]
Pages: 6, Points awarded by Ministry of Science and Education: 100, Impact factor: 2.777

9. [KK5] Spin dynamics in p-doped semiconductor nanostructures subject to a magnetic field tilted from
the Voigt geometry
K. Korzekwa, C. Gradl, M. Kugler, S. Furthmeier, M. Griesbeck, M. Hirmer, D. Schuh, W. Wegscheider,
T. Kuhn, C. Schüller, T. Korn, P. Machnikowski
Phys. Rev. B 88, 155303 (2013) [arXiv:1306.6363]
Pages: 8, Points awarded by Ministry of Science and Education: 140, Impact factor: 3.575

10. [KK3] Spin dynamics in two-dimensional electron and hole systems revealed by resonant spin amplifi-
cation
T. Korn, M. Griesbeck, M. Kugler, S. Furthmeier, C. Gradl, M. Hirmer, D. Schuh, W. Wegscheider,
K. Korzekwa, P. Machnikowski, T. Kuhn, M.M. Glazov, E.Ya. Sherman,C. Schüller
Proc. SPIE 8461, Spintronics V, 84610O (2012)
Pages: 12

11. [KK2] Decoherence-assisted initialization of a resident hole spin polarization in a pp-doped semiconduc-
tor quantum well
M. Kugler, K. Korzekwa, P. Machnikowski, C. Gradl, S. Furthmeier, M. Griesbeck, M. Hirmer, D.
Schuh, W. Wegscheider, T. Kuhn, C. Schüller, T. Korn
Phys. Rev. B 84, 085327 (2011) [arXiv:1105.1338]
Pages: 9, Points awarded by Ministry of Science and Education: 140, Impact factor: 3.575

12. [KK1] Tunneling transfer protocol in a quantum dot chain immune to inhomogeneity
Kamil Korzekwa, Pawe l Machnikowski
Acta Phys. Pol. A, 120, 859-861 (2011) [arXiv:1108.5749]
Pages: 3, Points awarded by Ministry of Science and Education: 40, Impact factor: 0.857

5.3 Local and international collaborations

During my scientific career, I have fruitfully collaborated with many researchers from 16 different academic
institutions around the world. The list below contains all these institutions and researchers the collaboration
with whom resulted in at least one scientific paper published.

Collaboration after obtaining the PhD degree:

1. ICFO, The Barcelona Institute of Science and Technology, Barcelona, Spain

� Dr Matteo Lostaglio: [H2]
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2. University of Technology Sydney, Sydney, Australia

� Prof. Marco Tomamichel: [H4–H6]

� Dr Maria Quadeer: [KK14]

3. University of Sydney, Sydney, Australia

� Prof. Stephen Bartlett: [KK15]

� Dr Christopher T. Chubb: [H4–H6]

4. Jagiellonian University, Kraków, Poland

� Prof. Karol Życzkowski: [H3, H7, H10, H11, H13]

� Dr Stanis law Czachórski: [H3, H7]

� Dr Roberto Salazar: [H10]

� Dr Oliver Reardon-Smith: [KK15]

� Mr Alexssandre de Oliveira Junior: [H12]

5. Polish Academy of Sciences

� Prof. Zbigniew Pucha la: [H3, H7, H10, H11, H13]

� Dr Grzegorz Rajchel-Mieldzioć: [H11]

6. University of Oxford, Oxford, UK

� Dr David Jennings: [H8]

� Dr Cristina Ĉırstoiu: [H8]

7. Delft University of Technology, Delft, Netherlands

� Dr Matteo Lostaglio: [H9]

8. University of Gdańsk, Gdanńsk, Poland

� Prof. Pawe l Horodecki: [H10]

� Prof. Micha l Horodecki: [H12]

� Mr Tanmoy Biswas: [H12]

9. National University of Singapore, Singapore

� Prof. Marco Tomamichel: [KK14] and [H13]

10. Perimeter Institute for Theoretical Physics, Waterloo, Canada

� Dr Hakop Pashayan: [KK15]

11. University of Amsterdam, Amsterdam, Netherlands

� Dr Matteo Lostaglio: [H14, H15]

12a. Imperial College London, London, UK

� Dr Antony Milne: [H2]

Collaboration before obtaining the PhD degree:

12b. Imperial College London, London, UK

� Prof. Terry Rudolph: [KK8–KK10]
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� Dr David Jennings: [KK8–KK11]

� Dr Matteo Lostaglio: [KK8–KK12]

13. University College London, London, UK

� Prof. Jonathan Oppenheim: [KK11]

14. Technical University of Gdańsk, Gdańsk, Poland

� Prof. Pawe l Horodecki: [KK7]

15. Universität Regensburg, Regensburg, Germany

� Prof. Tobias Korn: [KK2, KK3, KK5]

� Dr Michael Kugler: [KK2, KK3, KK5]

16. Wroc law University of Science and Technology, Wroc law, Poland

� Prof. Pawe l Machnikowski: [KK1–KK3, KK5, KK7]

5.4 Talks at conferences and seminars

During my scientific career, I have delivered 44 conference and seminar talks concerning my research in
academic institutions in 12 countries.

Talks after obtaining the PhD degree:

1. Optimizing thermalizations

� Conference talk at Quantum Thermodynamics Conference 2022, Belfast, UK (2022)

� Conference talk at 25th Annual Conference on Quantum Information Processing, Pasadena, USA
(2022)

2. Fundamental constraints of quantum thermodynamics in the Markovian regime

� Invited conference talk at Quantum Optics X, Toruń, Poland (2021)

� Invited seminar talk at UTS Centre for Quantum Software and Information Seminar, Sydney,
Australia (2021)

3. Fast estimation of outcome probabilities for quantum circuits

� Invited seminar talk at Terhal Group Seminar, QuTech, Delft, Netherlands (2021)

4. Quantum advantage in simulating stochastic processes

� Distinguished conference talk at the Annual Ingarden session on Quantum Information, Sopot,
Poland (2020)

� Seminar talk at Quantum Information & Chaos Seminar, Jagiellonian University, Kraków, Poland
(2020)

� Invited seminar talk at The Quantum and Complexity Science Initiative Seminar, Nanyang Tech-
nological University, Singapore (2020)

5. Encoding classical information in quantum resources

� Conference talk at CTP Quantum Information Days, Warsaw, Poland (2021)

� Conference talk at Beyond IID in Information Theory 8, Palo Alto, USA (2020)

� Conference talk at 15th Conference on the Theory of Quantum Computation, Communication and
Cryptography, Riga, Latvia (2020)
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� Seminar talk at Quantum Information & Chaos Seminar, Jagiellonian University, Kraków, Poland
(2020)

6. Classical simulations of quantum circuits

� Invited seminar talk at International Centre for Theory of Quantum Technologies Seminar, Uni-
versity of Gdańsk, Gdańsk, Poland (2020)

� Seminar talk at Quantum Information & Chaos Seminar, Jagiellonian University, Kraków, Poland
(2020)

� Invited seminar talk at Krakow Quantum Informatics Seminar, Krakow, Poland (2020)

7. Resource-theoretic approach to the thermodynamic arrow of time

� Invited conference talk at Quantum Information Theory and Mathematical Physics Workshop,
Budapest, Hungary (2019)

8. Avoiding irreversibility: lossless interconversion of quantum resources

� Invited conference talk at X Jubilee Symposium KCIK, Sopot, Poland (2019)

� Invited seminar talk at Quantum Information & Chaos seminar, Jagiellonian University, Kraków,
Poland (2018)

� Conference talk at AIP Congress, Perth, Australia (2018)

� Conference talk at Island Physics Conference, Magnetic Island, Australia (2018)

9. Beyond the thermodynamic limit

� Conference talk at Asian Quantum Information Science Conference, Nagoya University, Japan
(2018)

� Invited seminar talk at Center for Theoretical Physics seminar, Polish Academy of Sciences, Poland
(2017)

� Invited seminar talk at Quantum Information & Chaos seminar, Jagiellonian University, Poland
(2017)

� Invited conference talk at Quantum Foundations and Beyond symposium, National Quantum
Information Centre, Sopot, Poland (2017)

� Seminar talk at Quantum Science Group seminar, University of Sydney, Australia (2017)

10. Coherifying quantum states and channels

� Invited seminar talk at Centre for Quantum Software and Information seminar, University of
Technology Sydney, Sydney, Australia (2018)

� Invited seminar talk at Monash Quantum Information Science seminar, Monash University, Mel-
bourne Australia (2018)

� Invited seminar talk at QSciTech Research Group seminar, Macquarie University, Sydney, Aus-
tralia (2018)

11. On time evolution of coherences and populations

� Invited seminar talk at Quantum Information & Chaos seminar, Jagiellonian University, Kraków,
Poland (2016)

Talks before obtaining the PhD degree:

12. The extraction of work from quantum coherence

� Conference talk at Scientific meeting of PhD students, Wroc law University of Science and Tech-
nology, Poland (2016)
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13. Quantum information and thermodynamics: a resource-theoretic approach

� Seminar talk at Quantum Optics and Laser Science Group seminar, Imperial College London,
United Kingdom (2016)

� Invited seminar talk at Takahiro Sagawa’s Group seminar, University of Tokyo, Japan (2016)

� Invited seminar talk at Quantum Science Group seminar, University of Sydney, Australia (2016)

� Invited seminar talk at Coherence-Correlations-Complexity seminar, Wroc law University of Sci-
ence and Technology, Poland (2015)

14. Quantum Coherence, Time-Translation Symmetry, and Thermodynamics

� Conference talk at APS March Meeting, Baltimore, USA (2016)

� Conference talk at 4th International Workshop on the Optical Properties of Nanostructures,
Wroc law, Poland (2016)

� Invited seminar talk at Quantum Information Theory seminar, ICFO Barcelona, Spain (2016)

� Conference talk at Symposium on Quantum Coherence, University of Ulm, Germany (2015)

� Invited seminar talk at Quantum Information Theory seminar, ETH Zurich, Switzerland (2015)

� Conference talk at 7th Colleges of London Quantum Information Meeting, Imperial College Lon-
don, United Kingdom (2014)

15. Quantum state transfer via spin chains

� Invited seminar talk at Coherence-Correlations-Complexity seminar, Wroc law University of Sci-
ence and Technology, Poland (2013)

16. Decoherence-driven mechanism for initialization of hole spins in a p-doped semiconductor quantum well

� Conference talk at 41st ”Jaszowiec” International School & Conference on the Physics of Semi-
conductors, Krynica-Zdrój, Poland (2012)

� Invited seminar talk at Optical Spectroscopy of Semiconductor Quantum Structures seminar,
Universität Regensburg, Germany (2011)

� Seminar talk at Coherence-Correlations-Complexity seminar, Wroc law University of Science and
Technology, Poland (2011)

5.5 Bibliometric data

Google Scholar (21 July 2022):

� Total number of citations: 1100

� H-index: 12

� Citations over the years:

Web of Science (21 July 2022):

� Total number of citations: 722 (689 excluding self-citations)

� H-index: 10
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6 Teaching, organizational and ‘popularization of science’ achieve-
ments

6.1 Teaching achievements

Academic teaching:

� Teaching assistant, University of Sydney – January, 2018 - February 2018
Short lecture series on: Quantum Spookiness (2nd year undergraduate course)

� Teaching assistant, Imperial College London – October, 2014 - December 2014
Tutorials on: Mathematics: Functions (1st year undergraduate course)

Invited lectures:

� University of Wroc law – November, 2016
Short lecture series on: Introduction to Quantum Information Theory (for graduate students)

Supervision:

� Supervision of an intern student – August, 2021 - September, 2021
Student: Micha l Piotrak
University: Imperial College London
Project title: Optimal quantum protractor

� Co-supervision of a PhD student – November, 2020 - present
PhD student: Tanmoy Biswas
University: University of Gdańsk
PhD thesis: Finite-size effects in quantum thermodynamics

� Co-supervision of a PhD student – March, 2020 - present
PhD student: Alexssandre de Oliveira Junior
University: Jagiellonian University
PhD thesis: Geometric and information-theoretic aspects of quantum thermodynamics

� Supervision of a Bachelor’s student – October, 2020 - present
Student: Piotr Przedwojski
University: Jagiellonian University
Bachelor’s thesis: Asymmetrising quantum states and channels

� Co-supervision of an Honours student – February, 2017 - October, 2017
Student: Taiga Adair
University: University of Sydney
Honours thesis: Measurement-Based Quantum Computation with a Foliated Colour Code

� Supervision of a Bachelor’s student – March, 2017 - June, 2017
Student: Matthew Winnel
University: University of Sydney
Senior’s project: Exploring the thermodynamic arrow of time for low-dimensional quantum systems

� Co-supervision of a Master’s student – November, 2014 - May, 2015
Student: Sofia Qvarfort
University: Imperial College London
MSc Thesis: A Resource-Theoretical Approach to Time-Energy Measurements in Quantum Mechanics
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6.2 Organisational achievements

� Organiser of the weekly JQI Team arXiv Review seminars – March, 2022 - June, 2022

� Co-organiser of the JQI Team Gorce Workshop – July, 2021

� Organiser of the weekly JQI Team Meeting seminars – February, 2021 - June, 2021

� Referee of the PhD thesis and PhD examiner – September, 2020
Title of the PhD thesis: The Structure and Manipulation of Resources in Quantum Information Theory
PhD student: Thomas Hebdige
University: Imperial College London, London, United Kingdom

� Head of the Quantum Resources research group – October, 2019 - present
Leading the research group consisting of 3 post-doctoral researchers and 1 PhD student

� Evaluation Expert for the National Science Centre – March, 2018
Assessed the application for Preludium grant.

� Active referee for conference submissions – 2017 - present
Refereed for:

– Quantum Information Processing (4 reviews)

– Theory of Quantum Computation, Communication and Cryptography (4 reviews)

– IEEE Information Theory Workshop (1 review)

� Active referee for multiple journals – 2014 - present
Refereed for:

– Physical Review A (17 reviews)

– Physical Review E (1 review)

– Physical Review Letters (5 reviews)

– PRX Quantum (2 reviews)

– Nature Physics (1 review)

– Journal of Physics A (1 review)

– New Journal of Physics (1 review)

– Entropy (1 review)

– Quantum (8 reviews)

– IEEE Transactions on Information Theory (1 review)

All reviews can be verified at https://publons.com/researcher/1425073/kamil-korzekwa

� Co-organiser of the QUICC Summer School – August, 2013

6.3 Popularisation of science achievements

� Article covered in the Physics Viewpoint – July, 2022
Results from [H15] described for a broader audience in a magazine from the American Physical Society
focusing on important results from the Physical Review journals

� Featured in the national newspaper The Sydney Morning Herald – December, 2017
Article promoting the activities of Quantum Science Research Group at the University of Sydney

� Article covered in the Physics Viewpoint – November, 2015
Results from [KK10] described for a broader audience in a magazine from the American Physical Society
focusing on important results from the Physical Review journals

� Outreach activities during The Imperial Festival – May, 2014

� Outreach activities during The Amazing Quantum World show – May, 2013
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7 Other scientific achievements

7.1 Awards and scholarships

� Scholarship of the Polish Ministry of Science and Higher Education for outstanding young scientists –
September, 2020

� Wroc law University of Science and Technology Medal for best graduate student – July, 2012

� Engineering and Physical Sciences Research Council MRes and PhD scholarship – April, 2012

� Scottish Universities Physics Alliance Prize PhD scholarship – April, 2012 (declined)

� Diamond Grant PhD scholarship – March, 2012 (declined)

� Polish Ministry of Science and Higher Education scholarship – October, 2011 - June, 2012

� Foundation for Polish Science TEAM programme MSc scholarship – October, 2010 - June 2012

7.2 Distinguished papers

� Presentation of the results from papers [H14, H15] given the Best Early-Career Researcher Talk Prize
at the Quantum Thermodynamics 2022 Conference.

� Paper [H15] selected by the editors of Physical Review Letters to be an Editors’ Suggestion and featured
in Physics Viewpoint

� Paper [H14] selected by the editors of Physical Review A to be an Editors’ Suggestion

� Paper [H10] selected by the editors of Physical Review A to be an Editors’ Suggestion

� Paper [KK11] chosen by the editors of New Journal of Physics to be among the Highlights of 2016

� Paper [KK10] chosen as a seminal paper ten years after establishing Physical Review X, and also
featured in Physics Viewpoint

� Paper [KK5] selected by the editors of Physical Review B to be an Editors’ Suggestion
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